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Abstract 
 

Proper and precise embedding of commercial ads within Webpages requires Ad-hoc analysis 
and understanding of their content. By the successful implementation of this step, both 
publishers and advertisers gain mutual benefits through increasing their revenues on the one 
hand, and improving user experience on the other. In this research work, we propose a novel 
multi-level context-based ads serving approach through which ads will be served at generic 
publisher websites based on their contextual relevance. In the proposed approach, knowledge 
encoded in domain-specific and generic semantic repositories is exploited in order to analyze 
and segment Webpages into sets of contextually-relevant segments. Semantically-enhanced 
indexes are also constructed to index ads based on their textual descriptions provided by 
advertisers. A modified cosine similarity matching algorithm is employed to embed each ad 
from the Ads repository into one or more contextually-relevant segments. In order to validate 
our proposal, we have implemented a prototype of an ad serving system with two datasets that 
consist of (11429 ads and 93 documents) and (11000 documents and 15 ads), respectively. To 
demonstrate the effectiveness of the proposed techniques, we experimentally tested the 
proposed method and compared the produced results against five baseline metrics that can be 
used in the context of ad serving systems. In addition, we compared the results produced by 
our system with other state-of-the-art models. Findings demonstrate that the accuracy of 
conventional ad matching techniques has improved by exploiting the proposed 
semantically-enhanced context-based ad serving model. 
 
 
Keywords: Ad matching, experimental evaluation, contextual advertising, semantic 
resources, relevance judgments  
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1. Introduction 

Contextual Advertising (CA) refers to the proper embedding of commercial ads (henceforth 
referred to as ads) within the content of generic publisher Webpages, to provide a better user 
experience on the one hand, and to increase the revenues of both publishers and advertisers on 
the other [1, 2]. Current Ad serving systems either rely on traditional keyword overlap 
techniques, or employ semantic resources to accomplish the matching task between ads and 
Webpages. As far as keyword-based matching techniques are concerned, it is clear that 
systems that employ such techniques still suffer from low precision ratio i.e. a large fraction of 
the systems’ results are irrelevant [3]. On the other hand, newer semantics-based approaches 
are penalized by limitations of the exploited semantic resources, namely semantic knowledge 
incompleteness, limited domain coverage and time consumption problems [4, 5]. In addition, 
current contextual advertising approaches treat each Webpage as a whole segment, ignoring 
that fact that it can comprise several segments that may cover more than one topic or domain. 
Acknowledging these drawbacks, we propose an integrated ad selection and serving approach 
that employs knowledge encoded in publicly available domain-specific and generic 
knowledge bases, in addition to a modified cosine similarity metric to cooperatively capture 
the semantic aspects that are latent in the content of publisher Webpages, as well as in the ads’ 
textual descriptions. In this context, we use the knowledge bases to construct semantic indexes 
for the ads and their corresponding Webpages. Then, we employ the modified cosine 
similarity technique to find matches between the constructed indexes and embed each ad 
within its semantically-relevant segment of each Webpage. The used knowledge resources are 
assisted by other statistical (term co-occurrence) and NLP techniques (stop word removal, 
Named Entity Recognition (NER) and Part of Speech tagging (POS)) to effectively address 
contextual matching and retrieve relevant ads for the targeted audience. Accordingly, we 
summarize the goals of this research into the following points:  

• The integration of semantic knowledge and statistical-based semantic similarity 
measures within a unique contextual advertising scenario.  

• The specification and design of a precision-oriented ad serving system considering the 
semantics and context of both ads and their corresponding contextual segments within 
publisher Webpages.  

To achieve the aforementioned goals, we carry on the research work on two important fields: 
1) semantics-based content analysis, and 2) contextual ad matching. These two fields are 
strongly related in our proposed approach as they rely on the development and use of formal 
advertising concept standards and metrics [6-8]. To validate the effectiveness of the proposed 
system, we define an interface that facilitates human interaction and evaluate our 
precision-oriented context-based ad serving system using state-of-the-art indicators for 
advertising evaluation, namely precision.  
The remainder of this article is organized as follows. In Section 2, we present a background on 
the evolution of contextual advertising and highlight the strengths and limitations that are 
associated with existing approaches. Section 3 introduces the formal definitions and discusses 
the problem formulation. Section 4 provides a general overview of the architecture of our 
proposed system. Section 5 presents the experimental evaluation of the proposed system. In 
this section, we compare between the results produced by our system against other 
state-of-the-art baseline metrics. Finally, in Section 6, we present the conclusions and discuss 
the future work. 
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2. Related Work 
The goal of contextual advertising is to help advertisers reach consumers with a strong 
preference for their products [2, 7, 9]. In this context, contextual advertising systems attempt 
to automatically accomplish this task through the placement of the most relevant commercial 
textual ads within the content of generic publisher Webpages [10, 11]. As stated by Kumar et 
al. [11], contextual advertising employs automated techniques that display advertisers’ ads 
that are relevant to the user’s interests as well as publisher website’s content.  
Several approaches have been proposed to realize contextual advertising in practical and 
real-world application domains [7-9, 12-27]. The authors of [1], [7] and [13] have exploited 
knowledge encoded in Wikipedia to interpret the textual content of ads. The goal of these 
systems is to overcome problems such as homonymy and polysemy of ambiguous ad terms, as 
well as low intersection between the keywords of Webpages and their corresponding ads. In 
this context, prior to matching ads to their relevant Webpages, Wikipedia is utilized as an 
intermediate reference model for enriching the representation of the documents with 
semantically-related terms. However, these approaches suffer from a major problem 
associated with the exploitation of Wikipedia as a reference model for discovering the hidden 
semantic dimensions in the content of documents (ad texts and Webpage text fragments). This 
is due to the fact that Wikipedia is characterized by limited concepts coverage and lacks a 
formal and explicit definition of the semantic relations that may hold between the concepts 
extracted from the documents. In addition, mapping concepts to a huge number of Wikipedia 
articles may result in a serious time consumption problem, making it difficult to utilize it in 
practical settings. On the other hand, the proposed approaches attempt to match between ads 
and Webpages, ignoring the fact that the content of a Webpage may cover multiple topics 
(represented by textual segments that describe different domains). Ignoring this important 
aspect about Webpages may cause ad matching techniques to i) embed a single ad under 
various topics within the same page, ii) embed multiple ads inside the content of a single page, 
or iii) place a single ad within multiple pages. Hence, the precision of ad matching techniques 
degrades due to these reasons.  
Other researchers propose to exploit text summarization and probabilistic techniques to 
improve the matching process between ads and their corresponding Webpages [9, 15, 25]. 
Using text summarization techniques, text fragments of Webpages are summarized into short 
textual descriptions to minimize the matching space and reduce semantic dimensionality 
problems [15, 25]. However, these approaches rely on using text processing algorithms that 
ignore the semantic aspects of the extracted texts and therefore, result in producing 
low-precision matching results. As far as probabilistic models are concerned, their 
performance is limited due to their dependence on other resources such as existing search 
engines as demonstrated in the context of the work proposed in [9]. As stated by the authors, 
using search engines such as Google and Baidu to measure the relatedness between terms is a 
limiting factor to their proposed approach since if the search engine performs poor for some 
terms, their proposed method may produce poor results as well. In a similar line of research, 
Zheng et al. [28] utilized a taxonomy tree based contextual advertising model, where they 
created a training set to populate the taxonomy with concepts to classify both advertisements 
and web pages based on their taxonomic relations in the tree. The authors argued that the 
developed taxonomic structure has proved to work well in Chinese documents. However, the 
proposed approach still requires a huge manually constructed training set to populate the 
taxonomy with new concepts. In addition, the accuracy of the proposed approach relies on the 
quality of the produced taxonomy, which is a similar problem to the problem of probabilistic 
models that we have discussed in this section. Moreover, this model can be applied on a 
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limited subset of Webpages, i.e. they can be applied only to limited languages. Due to the 
limitations discussed in the related works, we attempt to address and overcome the problems 
that are associated with current techniques through the incorporation of semantic knowledge 
and statistical-based semantic similarity measures within a unique contextual advertising 
scenario. In this context, we aim to identify and enrich the semantic matching procedure with 
additional concepts that are not recognized by current semantic repositories. The integration of 
semantic resources in our proposed model forms a primary knowledge source in our context. 
Additionally, unlike probabilistic models that are limited due to their dependence on other 
external resources that may produce poor results, we exploit semantic resources that are 
characterized by a manual confirmed accuracy of 95% as reported in [29].     

3. Problem Formulation 
In this section, we define a set of notations which will be used throughout this work. Let D be 

a set of ads database which contains Nad  ads, represented by { } 1
Nad
jD a j == . Let A  denote an 

advertisement which is composed of a set of words { | [1, ]}w i Ni ∈ . Let pW  be a targeted 

Webpage used to match candidate ads. pW is composed of a set of sentences { | [1, ]}j js N∈ . 
Similar to A each is  is composed of a set of words{ | [1, ]}j jw N∈ . One approach to finding the 
similarity between iA D∈  and pW is to find the cosine similarity between the words 
{ | [1 ]},iw i N∈  in iA  and the words{ | [1, ]}j jw N∈ in i ps W∈ . The cosine similarity metric a.k.a. 
vector space model, employs the tf idf−  weighting scheme [30]  for deriving the vectors of 

iA D∈  and pW . The original form of the tf idf−  weighting scheme is normally employed to 
assign a term t  a weight w  in a document d as shown in Equation 1: 
 

, ,t d t d ttf idf tf idf− = ×                                                       (1) 
Where ,t dtf is the number of occurrences for term t  in d and is assigned using the below 
equation: 
 

   
1 log         010 , ,
0,                      ,

tf if tft d t dtf Otherwiset d
+ >= 


                                       (2) 

Where the tidf  is the inverse document frequency of the term t and is assigned as follows: 
 

10log ( )t
t

Nidf
df

=                                                       (3) 

The cosine similarity metric deals with iA D∈  and pW as vectors, and to find the similarity 
between a given pair iA  and pW , the following formula is used:  
 

                        
(4) 

As shown in Equation 4, the employed similarity metric attempts to find a relevance score 
between a given ad iA  and a given Webpage pW  based on their dot product. However, this 
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metric ignores the hidden semantic dimensions in the text of the ads, as well as in the text of 
Webpages. The fact that some terms (either in iA or in pW ) are synonymous or are semantically 
related to other terms is not incorporated in this model. To overcome this issue, we propose 
exploiting additional semantic resources that can be employed to discover the latent semantic 
relations in texts and accordingly lead to a more precise matching procedure. In this context, a 
semantic resource can be defined as follows:   
Definition 1: Semantic Resource:  
A semantic resource SR  is quintuple, SR:= (C, P, I, V, A) where: 

• C represents the set of concepts that are defined in SR. The hierarchical relationship 
between concepts of the set C is a pair (C, ≤), where ≤ is an order relation on C x C. We 
call ≤ the sub-concept relation. 

• P represents the set of properties defined over C. 
• I is the set of individuals also called instances of the concepts in SR. 
• V is the set of values defined over P. 
• A is the set of axioms in SR. 

For a given pair iA  and pW , we first find the tf idf− weights for the terms of both documents. 
Then, terms with high tf idf− weights wH = { | [1 ]},jh j N∈  will be redirected towards a 
dedicated semantic resource for finding their synonyms. In addition to the synonymy relation, 
we obtain the first hypernym of each term as we believe that it can assist in finding more pages 
that are suitable for embedding the ads within their corresponding contextual segments. For 
instance, assume the term “car” represents iw  in a given iA D∈ and that “car” ∈  wH . 
Synonymous terms such as “auto” and “automobile”, as well as the hypernyms such as “motor 
vehicle” and “automotive vehicle” are obtained when using WrodNet [31] semantic resource. 
We would like to point out that although WordNet has been widely used in similar research 
works, we believe that it will not be sufficient in our work. This is because it has a limited 
domain coverage and also it is not a multilingual resource. There are other versions of 
WordNet in other languages, but they are not integrated with the original English version. 
Therefore, in our work, we exploit additional resources such as YAGO3 [29] semantic 
resource. YAGO3 is an extension of the YAGO knowledge base that is derived from 
Wikipedia WordNet and GeoNames. It combines the information from Wikipedia in multiple 
languages. YAGO3 is an enlarged version of YAGO (which has knowledge of more than 10 
million entities (like persons, organizations, cities, etc.) and contains more than 120 million 
facts about these entities) with 1 million new entities and 7 million new facts.  
Definition 2: Semantically-enhanced tf idf− Weighting: 
As we have discussed in this section, the tf idf−  weighting scheme ignores the hidden 
semantic dimensions in the text of the ads, as well as the text of Webpages. To overcome this 
issue, we propose exploiting the semantic resource SR  in order to enhance the precision of the 
conventional tf idf−  weighting scheme. In this context, terms in wH are submitted to SR  to 
find their synonyms, as well as the first hypernym (by moving one level up in the hierarchical 
structure of the semantic resource) of each { | [1 ]},jh j N∈ . Accordingly, we use the below 
modified version of the tf idf−  weighting scheme: 
 

                        
1 log  ( )  Sy( )  Hy( )       010 ,( ) 0,                       

tf h h h if tfi i i t dfreq hi Otherwise
+ × × >= 


                              (5) 
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 Where, 
• ( )freq hi : is the total number of occurrences of each ih .  

• ( )Sy hi : is the number of synonymous terms of each ih . We may find one or more 

synonyms for each ih . For instance, both terms “auto” and “automobile” are 
synonymous of the term “car”.  

• ( )Hy hi : is the number of hypernyms of each ih . By moving one level up in the 

hierarchical structure of the semantic resource, we may find one or more hypernyms 
for each ih . For instance, both terms “motor vehicle” and “automotive vehicle” are 
synonymous parents of the term “car”.  

We also, use the below modified version of the tidf formula:  
 

            10log ( )
_t

t

NMidf
Modified df

=                                           (6) 

Where, 
• N: is total number of documents (Ads or Webpages) in the collection. 
• _ ( )  Sy( )  Hy( )tModified df df h h hi i i= × ×  

Definition 3: Ad Zone Weighting:  
In our approach, an ad is divided into zones wherein each zone is given a weight. Let 

1,..., lw w [ ]0,1∈ such that 
1

1l
ii

w
=

=∑  for1 i l≤ ≤ , and let Ts , Bs and Ks  represent the title, body 
and keyword zones of each ad. Then, the weighted zone score is defined as: 
 

            1 2 3. . .T B KAdZone w s w s w s= + +                                           (7) 
In the proposed approach, we give weights 0.5, 0.2, 0.3 to Ts , Bs and Ks respectively. The 
reason behind giving these weights is because we believe that both the Title of an ad and its 
associated keywords have greater contribution to the semantic interpretation of the ad than the 
text of its body. It is important to point out that, unlike conventional zone scoring techniques 
(where each zone of the ad contributes a boolean value i.e. 1 when a term it  appears in a zone, 
and 0 if it does not occur in the zone) the contribution of the three zones Ts , Bs and Ks is 
computed as follows:  

• Ts = ( )freq ti in Ts * 1w   

• Bs = ( )freq ti in Ts * 2w   

• Ks = ( )freq ti in Ks  * 3w   

Accordingly, when matching ads to segments of Webpages, the ad Matching algorithm 
exploits Equation 7 for assigning relevance scores for placing ads in their appropriate 
locations.  
Definition 4: Ad Matching: 
The ad Matching algorithm takes a given ad iA  from D and a given is from pW  as input and 
finds the relevance scores between the words{ | [1 ]},iw i N∈ in iA  and the words { | [1, ]}j jw N∈  
in i ps W∈ based on employing the modified version of the tf idf−  weighting scheme: 
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( )freq w j x 
jwMidf . The cosine similarity metric in this context deals with the vectors obtained 

from iA D∈  and iS pW∈ , and is computed using the following formula:  
 

                           
(8) 

 
The details of this step are illustrated in Algorithm 1 below. 
Algorithm 1. Ad Matching Algorithm 
Input: AdsList and Webpage Segments  
Output: relevance scores between each ad iA  and each segment iS  
of a given Webpage Wp   
1: float Scores[N]=[0] // is an array with a score entry for each 

iA , initialized to zero. 

2: constant [ ]w l  //Assume [ ]w l is initialized to the respective 
zone weights 
3: Ads← ( )getList Ads  

4: Segments← ( )pgetList W  

5: result ← ; 

6: for each iA in Ads  

7: for each iS in Wp  
8: Scores [ iA ]= cos ( , )i iine A S  
9: end for 
10: end for 
11: return Top K components of Scores[] // K= 5 in our work. 

4. Detailed Characterization of the Proposed Solution 
There are three main actors (Advertisers, ad Networks, Publishers) in the contextual 
advertising domain. Advertisers create ad campaigns and provide details about their ads, such 
as titles, descriptions, icons or images, bid terms, as well as keywords to be involved in the 
matching process. Publishers on the other hand offer a space for embedding ads in their 
Webpages. Normally, there is no direct relation between publishers and advertisers as ad 
networks usually take care of connecting both parties. In this context, advertisers pay for ad 
networks which guarantees routing the ads to the publishers’ websites. Publishers gain profit 
from displaying advertiser ads, and ad Networks share part of that profit. In the context of our 
work, our proposed ad matching procedure can be employed by ad networks to precisely select 
the most relevant Webpages for placing ads. Additionally, the exploited knowledge bases can 
be utilized to assist advertises in selecting the most appropriate keywords (in addition to their 
semantically related terms) when describing an ad. In Fig. 1 below, we provide an overview of 
the basic flow of our proposed ad matching procedure.  
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Fig. 1. Basic flow of the Ad matching procedure 

As shown in Fig. 1, the content of both ads and Webpages is pre-processed through applying 
tokenization, stopwords removal, and normalization steps. We would like to point out that we 
employ the traditional tf-idf weighting scheme at the corpus level in order to remove the set of 
stopwords SW  which is obtained based on a threshold value v  using Equation 9 below: 
 

            SW s SW tf idf s vw w= ∈ − ≤{ | ( ) }                                           (9) 
The content of the ads and Webpages will be further preprocessed using the Stanford CoreNLP:  

• Part-of-Speech Tagging: each token is assigned to its part of speech category such as 
noun, verb, adjective, etc. To accomplish this task, we employ the Stanford CoreNLP 
POSTagger.  

• Stemming: some tokens can be brought under the same category (common base form) 
after the removal inflectional forms such as derivational affixes. 

• Named Entity Recognition (NER): during this step, each token is assigned a category 
based on a set of pre-defined categories such as person, organization, and location. 

Next, we employ knowledge encoded in the semantic resources to semantically enhance the 
extracted terms. In this context, we find the synonyms, as well as the first hypernym for each 
term. As highlighted in section 3, we utilize the modified version of the cosine similarity 
metric for computing the similarity scores between each ad and its corresponding segment 
from each Webpage. 

5. Experimental Setup and Evaluation  
In this section, we introduce the experimental evaluation steps that we have followed in order 
to evaluate the quality of the proposed contextual-advertising approach. We would like to 
point out that solutions have been implemented using Java programming language on a PC 
with core i7 CPU (2.1GHz) and (16 GB) RAM with Windows 10 operating system.  
We have used two different datasets in order to evaluate the quality of the proposed model, and 
compare our results against other related works to demonstrate the effectiveness of the 
propose semantically-enhanced techniques. We provide details of both dataset as follows:  
1. The first dataset is a publicly-available dataset that has been extensively used by several 

semantic matching approaches over the past years. This dataset is composed of 93 
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documents that we used to represent Webpages and a collection of 11429 textual segments 
that we used to represent our ads collection. It is important to point out that instead of 
utilizing web crawling techniques to collect Webpages in the same manner as performed 
in [9], we decided to use the documents in this dataset since they are available online and 
can be utilized for the same purpose by other researches in the field. In addition, the 
language used to express documents in this dataset is English, and since our exploited 
ontologies and semantic similarity techniques are applied on English words, we were not 
able to reuse datasets in languages other than this language. More importantly, in order to 
avoid bias and maintain the reproducibility of the produced results, relevance judgements 
between both collections are also provided by the authors of the dataset. The availability 
of these judgments enabled us to compare between the results produced by our system 
with those assigned by subject matter experts. We summarize the reasons behind our 
decision to use this dataset as follows:  
• First, we aim to experimentally validate our proposal and demonstrate the accuracy of 

utilizing the proposed techniques in enhancing the similarity results between ads and 
their corresponding web documents. The results of employing the proposed 
techniques using this dataset are further detailed in the next section.  

• Second, to our knowledge there is no publicly-available advertising gold-standard or 
ground truth that comprises ads, Webpages and the relevance scores between each ad 
and its corresponding Webpages/s in the English language in the same manner as 
provided in this dataset. Therefore, instead of constructing the dataset from scratch, 
we decided to use a dataset that can serve as our gold-standard through which we can 
evaluate our system’s results and compare them with other models.  

• Third, as the authors of the dataset offer the relevance judgements, this assists in 
enabling other researchers in this domain to use and re-use the dataset - including our 
results - to guarantee the reproducibility of the experiments and to be further 
employed in future research studies in the domain. 

We would like to point out that in order to build initial indexes for the documents in the 
dataset, we have used Indri [32]. Fig. 2 depicts the UI of Indri after running the Build 
Index function.  

 
Fig. 2. A screenshot from Indri’s UI after running the Build Index function 

2. We used the second dataset to perform experiments with the aim of comparing the 
techniques utilized in the proposed model against other related techniques that have been 
proposed to address contextual-based advertising. To assess the quality of the proposed 
techniques, we used the BankSearch dataset [33], that was constructed using the Open 
Directory Project and Yahoo! Categories in the same manner as performed by [34]. The 
dataset consists of 11000 Webpages that are manually classified under 11 different classes 
as depicted in Fig. 3. It is important to note that the 11 selected classes are the leaves of the 
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taxonomy, together with the class Sport. This class is included among other leaf nodes as it 
contains documents from sites that were classified as Sport, but not Soccer or Motor Sport. 
In addition to the Webpages, we have collected 15 ads to calculate the precision of the 
proposed ad matching model and compare the results against state-of-the-art matching 
methods.  
 

 
Fig. 3. Class hierarchy of BankSearch dataset as reported in [34] 

To pre-process and filter out the documents in the BankSearch dataset, we used RapidMiner1 
software package. Fig. 2 shows the main NLP steps that we have defined and applied on the 
documents in the dataset.  

 
Fig. 4. Main NLP steps used to process documents in BankSearch dataset  

5.1 Experiments Using the Proposed Model 
In these experiments, we aim to demonstrate the impact of enhancing the Ad-to-Webpage 
semantic matching process using semantic resources. In this context, semantic relations as 
well as additional semantically-relevant entities that are extracted from the employed 
ontologies are utilized for enhancing the baseline edit-distance similarity measures. To 
validate the effectiveness of our proposal, we start with the first dataset along with five 
baseline results that are depicted in Fig. 5. To obtain these results, we have used five similarity 
measures in order to calculate the similarity between the text segments that are used to 
represent the ads and their counterparts that are used to represent Webpages. The used 
measures are: Cosine Similarity, Jaccard Similarity, JaroWinkler Similarity, Normalized 
Levenshtein and SorensenDice Similarity. For more details on these measures, please refer to 
[35] , where the authors provide a summary of a variety of edit distance measures including the 
ones that we use in our experiments. For demonstration purposes, we have selected the first 

 
1 https://rapidminer.com/ 
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seven Webpages and their corresponding ad contextual segments. We have selected 10 ad 
segments per each Webpage.  
 

 
Fig. 5. Baseline similarity results using the five edit distance techniques 

As depicted in Fig. 5, the produced similarity scores using the five edit distance measures are 
characterized by their low quality. It is important to point out that the employed techniques are 
shingle-based, and we have set the number of shingles to be equal to two since we have 
empirically discovered that this number of shingles leads to producing more accurate results 
compared with other numbers of shingles. The reason behind the low accuracy results is 
because we ignore all semantic and taxonomic relations that exist between the terms that are 
used to describe the textual content of the used documents in the dataset. As such, the used 
techniques relied only on the actual terms without any sort of semantic or taxonomic 
enrichment. In the next experiment, we attempted to enrich the indexes of both ads and 
Webpages with synonyms that are extracted from the employed ontologies. Our goal in this 
context is to investigate the impact of this enrichment procedure on the quality of the produced 
results. We present the results of this step in Fig. 6. As we can see in this figure, there is an 
improvement on the overall precision results for the five similarity techniques. However, the 
level of improvement in this context is not constantly growing for the five techniques. For 
some of the used similarity techniques, such as the Cosine similarity, introducing synonyms 
has resulted in a notable improvement on the quality of the matching step. The same also 
applies to the rest of the employed techniques but with different levels of enhancement.  
 

 
Fig. 6. Similarity results after enriching the indexes with synonyms extracted from the used ontologies 



KSII TRANSACTIONS ON INTERNET AND INFORMATION SYSTEMS VOL. 14, NO. 5, May 2020                                         2133 

After this step, we further expanded the constructed semantic indexes with additional 
semantically-related terms such as hypernyms, hyponyms and meronyms as well as using 
other conceptual-related terms using the employed ontologies. Fig. 7 shows the results of 
carrying out this step.  
 

 
Fig. 7. Similarity results after enriching the semantic indexes with semantically-related terms extracted 

from the used ontologies 

As depicted in Fig. 7, a significant level of improvement upon the overall quality of the 
semantic matching process has been achieved. We demonstrate, using the produced results,  
that this improvement supports our argument that semantic resources can play a significant 
role in improving the quality of baseline edit-distance measures when used for matching ads to 
their corresponding Webpages. In the next figures, we demonstrate the levels of improvement 
that have been achieved when semantically enhancing each of the five similarity measures. 
We particularly compare between the quality of the produced results when using the baseline 
measures against using the synonyms-enriched and semantically-enriched similarity 
techniques. Our aim of this comparative analysis is to describe the level of improvement 
obtained on each technique individually, and to draw our recommendations on which 
technique/s to use in the context of our domain. As depicted by the below figures, the proposed 
model has played an essential role in improving the quality of the ad matching process. 
 

 
Fig. 8. Baseline against semantically-enhanced Cosine-based similarity results 
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Fig. 9. Baseline against semantically-enhanced Jaccard-based similarity results 

 
Fig. 10. Baseline against semantically-enhanced JaroWinkler-based similarity results 

 
Fig. 11. Baseline against semantically-enhanced Nlevenshtein-based similarity results 
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Fig. 12. Baseline against semantically-enhanced SorensenDice-based similarity results 

As shown in Fig. 8-12, the overall effectiveness of the five measures has improved when 
applying the proposed semantically-enhanced similarity model. We can also see that the 
achieved levels of improvement varied from one technique to another. For instance, as 
depicted in Figs 8 and 12, a significant level of improvement has been achieved when 
extending the baseline metric with semantically-related entities that were not explicitly 
defined in the textual representations of both ads and Webpages. Indeed, there are 
improvements on the quality of the rest of the techniques, however, we notice that the highest 
level was achieved for the Cosine similarity and SorensenDice measures. Accordingly, we 
would like to point out that updating these measures by incorporating the semantic model can 
lead to more accurate matching results, and accordingly both publishers and advertisers can 
gain mutual benefits when utilizing the proposed model. Another important component that 
can be also utilized using the proposed model, is the possibility of using it for suggesting 
candidate terms for expressing and describing the desired content for each ad. In this context 
and unlike conventional approaches that are currently employed by Ad networks, advertisers 
can better describe their ads with terms that are both contextually and semantically relevant. 
In the next experiments, we compare our results using two state-of-the-art models that have 
been used for testing the effectiveness of contextual ad matching techniques [36]. These are 
the 1) Bag Of Words (BOW) model alone and 2) BOW with class features (CF). Our aim in 
this context is to demonstrate the impact of incorporating semantic information on improving 
the quality of both models, and also compare this with the results produced by the system 
proposed in [37]. Table 1 shows the precision of the employed techniques using the 
BankSearch dataset. We would like to point out that we have compared the results produced 
by our model (raw results: are same as those produced by the BOW model, and 
semantically-enhanced results: to compare with the BOW enriched with CF features, where 
synonymous concepts and their hypernyms are our features in this model) with the MT model 
– Paragraph with most title-words – that is used in [37]. Our decision to compare with the MT 
model was due to the fact that we have considered the same features of each document among 
the BankSearch dataset.  
 

Table 1. Results of comparing contextual ad matching techniques using the BankSearch dataset 
Model Accuracy Results 

BOW – Raw results 0.550 
BOW with CF - semantically-enhanced 0.658 

MT Model [37] 0.581 
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As shown in Table 1, for the first model (BOW), both our system and the MT model proposed 
in [37] have produced comparable results. This is mainly because, in both models, we are 
treating documents as just a bag of words, ignoring any semantic or taxonomic relation that 
may exist between the words in ads and their corresponding Webpages. Therefore, only 
relying on this model will result that are characterized by their poor accuracy. However, as we 
can see in Table 1, for the semantically-enhanced model, our system produced more accurate 
results when we compare it with the MT model. We believe that the incorporation of 
semantically-enhanced techniques has assisted in better identifying the semantic orientation of 
ads and their corresponding Webpages. As such, ads were embedded in a more accurate 
manner than the way they were placed using the BOW or MT models. Again, using the 
BankSearch dataset, our proposed model has proved to be effective and produced promising 
accuracy results when compared to conventional contextual matching models.  

5. Conclusion 
In this paper, we have proposed enhancing conventional edit-distance similarity measures 
through the exploitation of knowledge encoded in semantic repositories that are available for 
public usage. The proposed semantically-enhanced model has been employed to address one 
of the pressing issues; that is precise matching and placement of commercial ads within the 
context of their corresponding Webpages. A review and analysis of existing ad matching 
models according to a set of evaluation criteria is introduced in this article. Additionally, we 
have presented our proposed solution and discussed its components, with an emphasis on the 
implementation steps that are required to fully develop and deploy the proposed model in a 
real-world scenario. Unlike conventional systems, the proposed model employs knowledge 
encoded in semantic resources to improve the quality of the ad matching process and also to 
suggest candidate terms that can assist advertisers better describe their advertisements. We 
experimentally demonstrated the impact of using the proposed model on the quality of five 
baseline similarity techniques. We have also highlighted the levels of improvement achieved 
for each of the studied techniques and provided our recommendations on using two popular 
measures (cosine similarity and sorensendice) for accomplishing the ad matching process. The 
conducted experiments were carried out using two real-world datasets that comprise textual 
segments that are used to represent ads and Webpages. The produced results showed 
promising precision improvements and proved the effectiveness of the employed techniques in 
assigning relevance scores between candidate advertisements against their Webpage 
counterparts. Nevertheless, it is important to point out that there are still a number of 
limitations in the current version of the proposed model. Among these limitations is the 
complexity of the matching algorithm due to the utilization of several external resources that 
consist of the ontologies and other external libraries that are required for text processing. The 
complexity of the algorithm will also increase with each addition of a new sematic resource. 
To overcome this limitation, we plan to construct a single integrated semantic resource that 
comprises several domain-specific and generic ontologies that can aid during the matching 
process. In the future work, we plan to construct additional datasets that can be used for 
experimentation purposes in this domain. We also plan to extend the proposed system using 
additional baseline metrics and test the impact of exploiting the proposed model on their 
quality. In addition, we plan to practically test the proposed model with a group of advertisers 
in order to figure out their feedback on the quality of the suggested candidate advertising 
terms.  
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