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A B S T R A C T   

Forecasting solar power generation (SPG) is vital for the development and planning of power systems, offering 
significant benefits in terms of technical performance and financial efficiency. It enhances system reliability, 
safety, stability and it reduces the operational costs. This paper’s primary goal is to develop models that can 
precisely forecast solar power generation by analyzing real first-hand dataset of solar power. The value of these 
forecasting models lies in their ability to anticipate future solar power generation, thus optimizing resource use 
and minimizing expenses. To achieve this, the study utilizes various classical machine learning, deep learning, 
and hybrid machine learning techniques, including Long Short-Term Memory (LSTM), Gated Recurrent Units 
(GRU), Recurrent Neural Networks (RNN), Random Forest (RF), Support Vector Regression (SVR), Bi-directional 
LSTM (Bi-LSTM), and Convolutional Neural Network (CNN). Among these, the hybrid model combining CNN- 
LSTM-RF demonstrated superior accuracy with R-squared of 92 %, a Root Mean Square Error (RMSE) of 0.07 
kW, and a Mean Absolute Error (MAE) of 0.05 kW. This indicates that the hybrid machine learning model 
combining of CNN-LSTM-RF is effective in forecasting solar power generation.   

1. Introduction 

Renewable energy sources, continuously replenished by natural 
processes, play a pivotal role in our quest for sustainable energy solu-
tions [1]. Solar energy, derived directly from the sun, is one of the most 
prominent and widely harnessed kinds of renewable energy, thanks to 
its abundant availability and potential for clean electricity generation 
[2-6]. The advantages of solar energy are manifold; it is an inexhaustible 
resource, reduces greenhouse gas emissions, and can lead to significant 
economic savings over time. As scientists and researchers worldwide 
strive to solve the challenges posed by climate variation and depleting 
fossil fuels, solar energy has emerged as a leading resolution due to its 
sustainability and environmental benefits. 

The movement towards utilizing machine learning (ML) to forecast 
solar power generation (SPG) represents a considerable advancement in 
renewable energy technologies on a global scale. Given the unique 
geographical and climatic conditions across various regions worldwide, 
applying ML for solar energy prediction is both a challenge and an op-
portunity. It highlights the potential for leveraging advanced computa-
tional methods to improve the efficiency and reliability of solar power 

systems everywhere. This approach not only addresses the pressing need 
for sustainable energy solutions to meet increasing global energy de-
mands but also paves the method for a more adaptive and intelligent 
energy grid. The use of datasets from diverse locales, including places 
like Palestine, enriches the global understanding and applicability of 
these ML models, ensuring that the research and solutions developed are 
comprehensive and universally relevant. 

The application of ML into solar power forecasting represents a 
crucial global initiative, as regions worldwide harness the power of 
abundant sunlight while advancing their renewable energy frameworks. 
The ML, lying at the confluence of historical data analysis and future 
pattern prediction, provides a disruptive strategy to increasing the ac-
curacy of solar power estimates. However, the unpredictability of solar 
energy, influenced by meteorological factors such as solar irradiance, 
temperature, wind speed, and atmospheric pressure, presents a sub-
stantial barrier to accurate prediction and usability. By applying ML 
algorithms to extensive datasets, researchers aim to improve forecasting 
precision, a critical step for the efficient operation of solar energy fa-
cilities and the overall stability of global power grids. This precision 
facilitates the smoother combination of solar power into diverse energy 
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portfolios, ensuring that it can be a cornerstone of sustainable energy 
solutions worldwide [7]. The exploration of ML for solar energy fore-
casting transcends mere technical advancement; it represents a global 
stride toward enhancing energy security and reducing environmental 
footprints. This approach aligns with the broader objectives of sustain-
able growth and contributes significantly to the worldwide effort against 
climate change. As this field continues to evolve, the adoption of ML 
algorithms for more accurate solar power forecasting is poised to revo-
lutionize energy landscapes around the world. This journey not only 
supports the economic and environmental goals of nations but also po-
sitions them at the forefront of adopting cutting-edge technologies in the 
renewable energy sector. At the heart of the global march towards a 
greener future lies the innovative application of machine learning (ML) 
to harness solar energy. 

This work represents more than a leap in technological innovation; it 
embodies a beacon of hope for regions worldwide striving to overcome 
their energy challenges with ingenuity and resilience. The application of 
ML into solar power forecasting extends beyond mere energy yield 
calculations—it’s about shaping a future where renewable resources are 
seamlessly integrated into the daily lives of communities everywhere. 
This endeavor demonstrates a deep understanding of how to counter-
balance the unpredictability of natural elements with the quest for 
reliable energy sources. By leveraging the predictive power of ML, na-
tions are charting a course for global communities to employ technology 
in navigating the complexities of renewable energy, advancing confi-
dently towards energy independence and environmental stewardship. 
This study focuses on the hybrid model (CNN-LSTM-RF) to forecast SPG. 
The CNN-LSTM-RF hybrid model combines the strengths of convolu-
tional neural networks (CNNs) for spatial feature extraction, Long Short- 
Term Memory (LSTM) networks for capturing temporal dependencies, 
and Random Forest (RF) for ensemble learning and robustness. CNNs 
extract spatial patterns from weather data, LSTMs capture temporal 
dynamics in solar energy production, and RF combines their outputs for 
more accurate forecasts. This integration enhances forecasting accuracy 
by utilizing the complementary nature of these algorithms, leading to 
more reliable predictions of SPG. The primary objectives of this research 
are as follows:  

• Optimization of energy production: by accurately predicting solar 
power output, energy producers can optimize their operations to 
ensure maximum efficiency.  

• Grid stability and reliability: accurate forecasting allows for better 
grid management, ensuring stability and reliability. 

• Develop and implement advanced machine learning models to in-
crease the reliability of solar energy predictions.  

• Enhance the ability of utility companies to manage and predict solar 
power supply.  

• Construct and refine a ML model specifically designed to forecast 
SPG with high accuracy and minimal error rates. 

This section provides an overview of SPG forecasts, and the other 
sections of the research are structured as follows: Section 2 explains the 
research reviews and past works, and Section 3 presents the approach 
for creating classical ML, hybrid machine learning, and deep learning 
models to forecast SPG. Section 4 presents the experimental findings and 
compares them to past research. Section 5 presents a conclusion and 
future study. 

2. Literature review 

The field of solar power forecasting has experienced significant 
growth recently, driven by the global incorporation of renewable energy 
sources into power grids. Given the pivotal role of solar energy in 
transitioning to sustainable and clean energy, precise forecasting is 
crucial for efficient grid management, optimal energy utilization, and 
seamless integration into existing power infrastructures [8,9]. This 

literature review comprehensively examines research studies that 
employ ML and deep learning (DL) techniques for solar power fore-
casting [10]. Categorizing studies based on the techniques used enables 
the identification of trends, challenges, and future approaches in the 
field. This review serves as an invaluable resource for academics, 
practitioners, and regulators in the renewable energy sector, facilitating 
informed decision-making and improvements in solar energy forecasting 
techniques. 

2.1. Overview 

Solar power predictions may be divided into different types, with the 
persistence (or smart persistence) model being one of the most basic yet 
essential methods. Machine learning models use past solar energy data 
to predict future energy production for a brief period, typically 2–3 h 
ahead. It acts as a standard for comparing the effectiveness of various 
forecasting techniques [11–20]. Essentially, this involves adapting nu-
merical weather prediction (NWP) to specific times and locations and 
then using these predictions to estimate solar power output. The fore-
casts can be generated through various approaches, including physical 
models, statistical methods, or ML techniques. The persistence model, in 
particular, is foundational in understanding how solar power might vary 
in the short term based on recent historical data. Beyond this, models 
specifically designed for forecasting the power generation of photovol-
taic (PV) plants have undergone significant advancements [21-23]. 
However, despite improvements, forecasting accuracy is challenged by 
the unpredictability of factors like cloud cover, which affects solar ra-
diation (power per unit area generated from the sun) more unpredict-
ably than other environmental variables like temperature [24]. Due to 
the impracticality of scrutinizing all interconnected meteorological 
forecasts, numerous alternative approaches have been devised. Some 
researchers have considered weather predictions from meteorological 
websites [25], while others have explored nonlinear modeling methods, 
such as artificial neural networks (ANN), to streamline the solar forecast 
model. Two frequently utilized network architectures for predicting 
various aspects of solar radiation, including global solar radiation, solar 
radiation on titled surfaces, daily solar radiation, and short-term solar 
radiation, are radial basis function (RBF) networks and multilayer per-
ceptron (MLP) networks. 

2.2. Deep learning approaches in solar power forecasting 

This subsection focuses on research studies employing deep learning 
(DL) methodologies for accurate solar power forecasting, utilizing 
advanced techniques such as Long Short-Term Memory (LSTM), Con-
volutional Neural Network (CNN), and attention mechanisms. Re-
searchers in [26] built a model for renewable energy power forecasting 
the energy gradated of 21 solar energy plants based on various DL and 
artificial neural network algorithms, including Deep Belief Networks, 
Auto Encoder, LSTM, and real historical data from Kassel, Germany. The 
result shows the Auto-LSTM emerges as the superior Deep Neural 
Network (DNN) model, demonstrating outstanding performance where 
an average Root Mean Squared Error (RMSE) of 0.0713, an average 
Mean Absolute Error (MAE) of 0.0366, and an average absolute devia-
tion of 0.2765. [27] Develops a model aimed at forecasting short-term 
power generation from PV power plants. An assessment of the Long 
Short-Term Memory (LSTM) network’s performance in this context was 
carried out and benchmarked against the performance of a Multi-layer 
Perceptron (MLP) network. The evaluation utilized key metrics such 
as Mean Absolute Error (MAE), Mean Absolute Percentage Error 
(MAPE), Root Mean Squared Error (RMSE), and Coefficient of Deter-
mination (R2), leveraging real data from Canada for the analysis. The 
findings revealed that the LSTM network consistently surpassed the MLP 
network in forecasting accuracy across all metrics. Specifically, the 
LSTM network achieved a MAE of 676.34, a MAPE of 0.275, an RMSE of 
883.5, and an R2 of 0.745. 
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In [28], researchers employ DL techniques for solar energy fore-
casting, specifically utilizing Recurrent Neural Networks (RNN), LSTM, 
and Gated Recurrent Units (GRU). Real data from Errachidia province 
spanning from 2016 to 2018 was used, the results obtained show that 
RNN and LSTM slightly exceed GRU, particularly in their ability to 
maintain long-term dependencies in time series data, with the RNN MAE 
of 1.83, the MSE of 8.53, and the RMSE of 2.92. 

In [29], a novel stacked ensemble algorithm named Dual-Stage 
Ensemble with XGBoost (DSE-XGB) is introduced, leveraging two DL 
techniques— Artificial Neural Networks (ANN) and LSTM as base 
models for solar energy forecasting. DSE-XGB is designed to provide a 
superior balance of consistency and stability across various case studies, 
irrespective of variations. The output shows that the introduced 
DSE-XGB method [29] outperforms other models, showcasing an 
improvement in the R-squared value by 10 % to 12 %. In [30], a model is 
built using DL techniques such as LSTM, GRU, Auto-LSTM, and 
Auto-GRU to predict SPG. The introduced model is validated on two 
real-time series datasets from Shagaya in Kuwait and Cocoa in the USA. 
The results indicate that LSTM exhibits lower error and higher accuracy, 
with RMSE and MAE values of 0.0739 and 0.0176, respectively. 
Furthermore, [31] develops a model using ML techniques, including 
multilayer feed-forward neural network (MLFFNN), radial basis func-
tion neural network (RBFNN), Support Vector Regression (SVR), fuzzy 
inference system (FIS), and adaptive neuro-fuzzy inference system 
(ANFIS) to forecast SPG. The real dataset from Iran is used, and the 
results demonstrate that SVR and MLFFNN models have the maximum 
effectiveness in predicting solar irradiance, with R2 of 0.9999 and 
0.9795, respectively. 

In [32], the authors developed a model to forecast stable power 
generation, comparing two ML techniques: DL and SVR. The study uti-
lized real-world data from Spain. The findings indicated that DL out-
performed SVR, with a MAPE of 7.9 % for DL and 8.52 % for SVR. This 
establishes DL as the more effective approach for solar energy fore-
casting in this context. In [33], researchers constructed a DL model for 
forecasting solar power production, combining LSTM with a data-driven 
technique known as Adaptive Neuro-Fuzzy Inference System (ANFIS). 
The comparative analysis showed that the LSTM model yielded superior 
outputs, with RMSE, MAE, and R2 values of 60.66 kW, 30.47 kW, and 
0.9777, respectively. Additionally, [34] recommended various models 
for solar radiation prediction, including DL models such as ANN, CNN, 
and RNN, as well as traditional approaches like polynomial regression, 
SVR, and Random Forest (RF). Applied across four locations in Nigeria 
over 12 years, the study demonstrated that DL models exhibit superior 
prediction accuracy compared to ML models, with an R2 of 0.9546 and 
RMSE/MAE of 82.22 / 36.52 W/m2. Furthermore, [35] introduced a 
model designed to predict future output power values of solar cells in 
Palestine using Multilayer Feed-Forward with Backpropagation Neural 
Networks (MFFNNBP). The results from the proposed model achieved an 
average RMSE of 0.0349 for one year. 

2.3. Machine learning techniques for solar power forecasting 

In this subsection, various studies are discussed that employ different 
machine learning methods for solar power forecasting, highlighting the 
efficacy of algorithms such as Support Vector Regression (SVR), Random 
Forest (RF), Decision Trees (DT), and K-Nearest Neighbors (KNN). In 
[36], the researcher utilized ML algorithms, specifically RF and ANN, 
surpassing Linear Regression (LR) and SVR to forecast short-term solar 
energy based on data from Errachidia, a semi-desert climate province in 
Morocco spanning from 2016 to 2018. RF exhibited robust performance 
for both real-time and short-term predictions, achieving 
MAE=0.000264 [36]. Furthermore, in [37], various ML algorithms, 
including SP, SVM, and RF, the DL and SVR techniques were utilized for 
solar power forecasting at the Buruthakanda solar park. A comparison of 
the efficiency of these ML algorithms with the Smart Persistence (SP) 
method indicated that the ML models outperformed the SP model in 

terms of accuracy and effectiveness, specifically, the SVM model 
demonstrated the lowest MAE at 0.01286. In [38], ML models, including 
NN, LR, SVM, and ANN, were employed to build a solar power fore-
casting model utilizing public data from the National Solar Radiation 
Database (NSRD). The results from this study [38] proved that the ANN 
model achieved the lowest error and was more accurate than other ML 
models, with an RMSE of 0.998. Moreover, in [39], a model for solar 
energy forecasting in Morocco was built using six ML algorithms: SVR, 
ANN, DT, RF, Generalized Additive Models (GAM), and Extreme 
Gradient Boosting (XGBOOST). The study, based on daily data from a 
Solar Power Plant in Benguerir city, Morocco, demonstrated that ANN 
achieved the RMSE of 2.6e− 08 and high accuracy of 0.99. 

In [40], the study applies ML methods to model PV power production 
for a system located in Medellin, Colombia. Four forecasting models 
were constructed using KNN, LR, ANN, and SVM. The findings indicate 
that all four methods yielded satisfactory forecast of PV energy gener-
ation. Nevertheless, in terms of RMSE and MAE, the ANN forecasting 
model emerged as the most accurate and effective among the examined 
approaches. Specifically, KNN achieved RMSE and MAE of 92.857 and 
8.8279, LR achieved 94.5 and 8.96, and SVM achieved 93.644 and 9.96, 
while ANN achieved 86.446 and 8.409, respectively. Moreover, in [41], 
the research investigates various time-series methods, encompassing 
both DL and ML algorithms, to forecast PV power producing for prompt 
detection of equipment and panel defects. The study utilized PV power 
generation data from Ansan City, South Korea. Among the tested 
models, which included Holt-Winters, Multivariate Linear Regression, 
ARIMA, SARIMA, ARIMAX, SARIMAX, and LSTM, the LSTM model 
exhibited exceptional accuracy, boasting an outstandin R2 of 0.943 and 
an average mean Mean Absolute Percentage Error (mMAPE) of 5.79 
[41]. 

In [42], a comprehensive comparison of different ML techniques and 
time series models is conducted across five different sites in Sweden. The 
analysis reveals that utilizing time series models becomes intricate due 
to the non-stationary nature of energy time series. On the other hand, 
the implementation of ML techniques proves to be more straightfor-
ward. The results [42] indicate that ANN and Gradient Boosting 
Regression Trees (GBR) outperform other models on average across all 
sites. The RMSE for ANN is 0.113, GBRT is 0.112, and KNN is 0.14. 
Furthermore, in [43], a solar energy forecasting model is built based on 
Support Vector Machines (SVM), and GBR using public data from Kaggle 
for the State of Oklahoma. Feature selection methods, including Linear 
Correlation, the ReliefF algorithm, and a novel approach based on local 
information analysis, were evaluated. The findings indicate that 
non-linear methods achieve lower errors compared to linear methods. 

In [44], the authors aim to address the challenge of integrating re-
newables into the grid, given their intermittent and uncontrollable 
power generation. The study builds a ML model to automatically create 
site-specific forecasting models for solar energy generation using Na-
tional Weather Service (NWS) weather forecasts. ML methods, including 
SVM and LR, were employed. The results indicate that SVM is more 
accurate and has fewer errors compared to LR. Additionally, in [45], 
researchers constructed a model using ML models such as SVM, Gaussian 
Process Regression (GPR), LR, and DT for predicting SPG based on real 
data from Malaysia. The results prove that DT achieves lower RMSE of 
5.83 and R2 of 95.91. 

Researchers in [46], a study built a model using ML models, 
including SVM, RF, and LR, to predict SPG based on real data from India. 
The results indicate that RF achieves lower RMSE of 27.32. Furthermore, 
in [47], authors constructed a model using ML models such as SVM and 
the Hidden Markov Model to forecast SPG, utilizing real data from 
Australia. The results reveal that SVM achieves lower error and higher 
accuracy than the Hidden Markov Model, with an accuracy of 94 % for 
SVM and 61.8 % for the Hidden Markov Model in sunny conditions. 

In [48], researchers introduce an enhanced Radial Basis Function 
Neural Network (RBFNN) model using the standard RBF implemented in 
MATLAB (newrb). This enhancement relies on intelligent algorithms 
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such as K-means clustering, K-nearest neighbor, and singular value 
decomposition to enhance the centers, radii, and weights of the RBFNN. 
The proposed enhanced model is applied to forecast solar cell energy 
production in Palestine, utilizing data from already installed solar panels 
in Jericho city. The experimental results in [48] illustrate that the 
enhanced model outperforms traditional RBFNN and Multilayer Per-
ceptron Neural Network methods, exhibiting a higher level of precision 
with a low mean square error, particularly when employing a relatively 
few neurons on the hidden layer, where it achieved the lowest RMSE of 
0.004994 when the number of neurons used is 7. 

This subsection provides a detailed exploration of studies employing 
various ML techniques for solar energy forecasting, showcasing the di-
versity of approaches and their effectiveness across different regions and 
datasets. 

2.4. Hybrid approaches and comparative studies 

This subsection encompasses studies that introduce hybrid ap-
proaches combining clustering techniques, ensemble algorithms, and 
comparative investigations into the effectiveness of different forecasting 
models. In [49], authors built a model using DL techniques such as 
LSTM, GRU, RNN, MLP, WPD-LSTM, and hybrid ESNCNN to forecast 
SPG, utilizing real data from Australia Solar Centre. The results show 
that the hybrid ESNCNN model achieves lower RMSE of 0.1432. 
Furthermore, in [50], authors constructed a model using DL techniques, 
CNN, and ANN to predict SPG, utilizing real data from Stanford Uni-
versity Neural Network for Solar Electricity Trend. The authors created a 
hybrid model by first inserting the regression input and hybridizing it 
with sky image based on CNN as input. Subsequently, they inputted all 
data to train and test in the ANN model, and the results demonstrated 
that this procedure yields high accuracy and lower error. 

In [51], the study built a model using DL and hybrid methods like 
CNN, Multi-headed-CNN, CNN-LSTM, ARMA, and MLR to forecast solar 
energy generation, utilizing a public dataset. The results show that the 
CNN-LSTM model achieves lower RMSE of 0.065213. Moreover, in [52], 
the research introduces a hybrid DL methodology that integrates clus-
tering methods, CNN, LSTM, and an attention mechanism with a wire-
less sensor network to address the challenges in PV energy generation 
forecasting based on real historical data from Shaoxing, China. The 
study first employs correlation analysis and self-organizing mapping to 
identify the most relevant factors in historical data. Subsequently, a 
hybrid deep learning model is created by combining a CNN, LSTM, and 
attention mechanism for the forecasting task. Finally, the model for 
training is chosen using the month of testing results, the results obtained 
from purposed model RMSE of 2.04. In [53], researchers propose a 
monthly prediction model for photovoltaic (PV) power, intending to 
estimate potential PV solar power production at a new location using 
actual data from South Korea. They construct an RNN model featuring 
LSTM to identify temporal patterns within the time series data. The 
model is then tested to assess its forecasting accuracy for PV utilities not 
included in the training phase. The outcomes indicate that the model 
proposed in [53] attains an RMSE of 7.416 % and an MAPE of 10.805 % 
when applied to the testing dataset. 

In [54], researchers introduce an innovative hybrid ML strategy 
designed for predicting SPG. This approach leverages a hybrid Ensemble 
Average (EA) technique, capitalizing on the strengths of various ML 
methods, including a non-linear autoregressive neural network 
(NAR-NN), a non-linear autoregressive neural network with exogenous 
signal (NARX-NN), an SVR with RBF kernel, and an Extreme Learning 
Machine (ELM). All these components are integrated into a unified 
model. The performance of this introduced model is evaluated using a 
real-world dataset from a 1 MW solar park located in Gujarat, India, the 
model EA achieved the lowest MAE of 0.1295. Furthermore, in [55], 
scientists introduce a hybrid model that integrates a CNN and LSTM for 
the forecasting of stable energy generation. In this model, the CNN de-
tects meteorological conditions, while the LSTM learns energy 

production patterns based on them, using data gathered in Busan, Korea. 
Both quantitative and qualitative assessments were used to determine 
the model’s success. The results from the proposed model in [55] reveal 
a MAPE of 4.58 on sunny days and 7.06 on cloudy days during the 
quantitative evaluation. 

This subsection provides insights into hybrid approaches that 
combine different methods for enhanced solar power forecasting and 
studies that conduct comprehensive comparative investigations 

3. Methodology 

The methodology commences with data collection and preparation 
as its initial phase. Following this, the second step involves the explo-
ration of the collected data. Moving forward, the third step focuses on 
preprocessing the data specifically for ML applications. Subsequently, 
the fourth step entails the utilization of various ML algorithms such as 
LSTM, RNN, RF, SVR, CNN, and GRU for forecasting SPG. To assess and 
compare the efficacy of these algorithms, diverse performance metrics 
are employed. The objective is to identify the most effective approach. 
Ultimately, the optimization and tuning process is applied to determine 
the best model for electric load forecasting, summarizing the method-
ology as depicted in Fig. 1. 

3.1. Data collection 

The data used in this paper were obtained from Tubas Electricity 
Company - Palestine. All loads are stored through the SCADA program in 
a database. This data contains 5045 records, dataset utilized in our study 
encompasses a period of approximately 14 months, spanning from the 
date Jun 3, 2022, to the date of July 31, 2023. The most important 
features found in this data are (date and hour, temperature, active power 
generation, and others). To examine the significance and influence of 
the pressure factor, wind speed, and humidity on solar energy genera-
tion, the data obtained from the Tubas Electricity Company lacked in-
formation on these variables. Consequently, data for these factors was 
sourced from NASA (nasa.gov) [56]. The coordinates of the solar sta-
tion’s location were used to extract relevant data from NASA’s records. 
The dataset contains 5045 rows and 14 columns as shown in Table 1, 
which represents the five records of the data. 

3.2. Exploratory data analysis (EDA) 

In this section, the extraction and examination of all exploratory data 
related to SPG have been undertaken. Exploratory Data Analysis (EDA) 
involves the scrutiny of the various characteristics, correlations, and 
hidden patterns inherent in SPG data. Diverse methods, including 
autocorrelation, box plots, and line plots, have been utilized for the 
analysis and exploration of data. The capability to visually inspect and 
explore the interconnections among different variables, revealing pre-
viously unnoticed patterns, is identified as a pivotal aspect of EDA, 
which is crucial for the development of time series forecasting models. 
For the formal modeling and validation of forecasting, the initiation of 
an EDA is deemed imperative [57]. 

3.2.1. Correlation 
The statistical method known as correlation measures the linear 

relationship between two or more variables. Correlation allows the 
prediction of one variable based on another. The rationale for employing 
correlation in feature selection is based on the idea that meaningful 
variables exhibit a robust correlation with the outcome. There must exist 
a correlation between the variable and the endpoint, while no correla-
tion should be present among the variables themselves. To assess the 
adequacy of connection for constructing a regression model and fore-
casting short-term load, a heat map is employed to visualize the corre-
lation ratios among features in the dataset. Calculates the Pearson 
correlation coefficient (r) between components through a specific Eq. 
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(1) [58]. 

r =
∑

(xi− x)(yi − y)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑

(xi− x)2 ∑
(yi − y)2

√ (1)  

Where x represents the of the x-variable in a 
sample,r Pearson correlation coefficient, xi values of the x-variable in 
a sample, y represents the values of the y-variable, and yi represents the 
y-variable in a sample. 

Fig. 2 illustrates the correlations among various elements. Positive 
relationships are observed between certain elements, such as the week 
and month, as well as the week and the number of days in the year. 
Conversely, negative relationships are evident, such as those between 
the year and month, and the year and day of the year. From Fig. 2 it can 
be seen that the correlation between solar radiation and SPG is notably 
strong at 0.78, followed by the correlation with temperature at 0.6. 

3.2.2. SPG behavior analysis 
To identify the optimal days and hours for SPG, as well as the cor-

responding days of the month with the highest generation, Figs. 3 
through 4 present a detailed analysis. Figs. 3 and 4 showcase key sta-
tistical metrics, including the minimum, first quartile (Q1), median, 
third quartile (Q3), and maximum values for each category. This 
comprehensive analysis not only aids in pinpointing specific times, 
months, and hours with the highest SPG but also serves as a valuable tool 
for electricity companies. By leveraging this information, companies can 
optimize their utilization of solar power, implementing best practices for 
enhanced efficiency and sustainability. 

Fig. 3 illustrates the SPG spanning from June 2022 to July 2023. 
Notably, the highest power generation occurs in July and August, 
aligning with elevated temperatures and solar radiation during these 
months. In contrast, power generation is relatively lower in November, 
December, January, and February, corresponding to reduced tempera-
tures and solar radiation. This finding is valuable for effective data 
management and forecasting SPG, particularly during the summer. The 
significance of summer forecasting lies in its ability to facilitate proac-
tive technical measures, mitigating potential network issues stemming 
from increased consumption. Additionally, such forecasts play a crucial 
role in sourcing electricity from alternative and sustainable sources, 
such as solar stations. 

Fig. 4 shows that solar power production peaks at noon, specifically 

between 12 p.m. and 2 p.m., where the average production is about 800 
kW. During this peak, the highest production can approach 900 kW 
while the lowest hovers around 650 kW. Essentially, this indicates that 
more than half of the time, solar power output is within this range in 
these hours. However, production significantly decreases before sunrise 
and after sunset. For example, in the early morning hours between 5 a. 
m. and 8 a.m., the average power generated is only about 200 kW, with 
the highest production at nearly 300 kW and the lowest at approxi-
mately 100 kW, showcasing much lower energy generation during these 
times. A similar trend is observed from 4 p.m. to 7 p.m. additionally, SPG 
tends to be more unpredictable in the afternoon, with a broader output 
range. The variation in power output, or the interquartile range (IQR), 
representing the middle 50 % of data, is wider in the afternoon than in 
the morning. For instance, the IQR from 1 p.m. to 4 p.m. is about 200 
kW, compared to only about 100 kW from 8 a.m. to 11 a.m., highlighting 
the increased variability of solar power production in the afternoon 
hours. 

3.2.3. Time series analysis for SPG 
The description suggested in Figs. 5-11 presents an analysis of SPG 

across various time scales (daily, weekly, monthly, and hourly) with an 
emphasis on identifying the underlying nature of the data, whether it 
exhibits a seasonal, recurring, or random pattern. Additionally, these 
figures incorporate statistical measures to illustrate the distribution 
characteristics of specific dataset figures. This approach provides a ho-
listic perspective on the temporal aspects of SPG, aiding in recognizing 
patterns, trends, and variations within the data. The incorporation of 
statistical measures further enhances the interpretability of the figures, 
allowing for a more comprehensive understanding of the dataset’s 
distributional properties. Such analyses are crucial for making informed 
decisions, forecasting, and optimizing resource utilization in the context 
of solar energy generation. 

In Fig. 5, the x-axis represents the hour, and the y-axis represents the 
generated solar power (kW). It is noted from the figure the generated 
power begins at 6 a.m. while the generated power starts to finish at 
almost 7 p.m. Moreover, the generated solar power reaching its highest 
point around midday, and then gradually decreases in the afternoon. 
Furthermore, the generated solar power dos not related to the weekday, 
unlike the electricity consumption which is related to the weekday 
where the Friday has the lowest consumption electricity. 

Fig. 6 shows the monthly average SPG specifically during the 

Fig. 1. Workflow for SPG forecasting models.  
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summer period. Notably, SPG reaches its zenith in the summer months, 
particularly in September and August. Subsequently, there is a gradual 
decline in SPG during the fall and winter seasons, with a notable 
decrease in December, January, and February. Observing the data, it 
becomes apparent that average daily and weekly SPG correlates with the 
annual season, particularly influenced by the strength of the sun’s rays. 
Additionally, the distribution of the data on both a weekly and nearly 
daily basis exhibits proximity, suggesting a consistent pattern over 
shorter time interval. This analysis provides valuable insights into the 
seasonal variations and temporal dependencies associated with SPG. 

Fig. 7 shows the variation of average temperature (in degrees 
Celsius) and SPG (in kilowatts) over time in Tubas. The x-axis displays 
periods from June 2022 to August 2023. The y-axis on the left side 
represents the average temperature, while the y-axis on the right side 
represents SPG. SPG appears to be highest in the summer months (June 
to August) and lowest in the winter months (December to February), 
which coincides with the pattern for average temperature. The average 
temperature peaks in July at around 40 ◦Celsius, while SPG peaks in July 
at around 300 kW. Conversely, the average temperature is lowest in 
January at around 10 ◦Celsius, and SPG is also lowest in January at 
around 50 kW. Solar panel efficiency can actually decrease with higher 
temperatures. There could be other factors influencing SPG, such as 
variations in daylight hours throughout the year. 

Fig. 8 demonstrates a direct and positive link between solar radiation 
and solar power output, indicating that an increase in solar radiation 
leads to a rise in SPG. This relationship is logical, considering solar 
panels are designed to convert sunlight into electricity. For instance, in 
June 2023, with solar radiation at approximately 250 Wh/m2, the solar 
power system was able to produce around 200 kW of electricity. 
Essentially, this translates to the system generating 200 kgwatt-hours of 
electricity for every 250 watt-hours of solar radiation received per 
square meter. Moreover, Fig. 8 highlights noticeable seasonal trends in 
both solar radiation and solar power production. The highest levels of 
solar radiation and power output are recorded during the summer 
months (June–August), while the lowest are observed in the winter 
months (December–February). This seasonal variation is attributed to 
the sun’s higher position in the sky during the summer, allowing solar 
panels to capture more sunlight. Additionally, the data suggests vari-
ability in solar radiation and power generation from one year to the 
next. For example, the measurements for July 2023 were higher than 
those of July 2022, which could be influenced by several factors, 
including weather pattern changes or advancements in solar panel 
efficiency. 

Fig. 9 shows that the average humidity levels in Tubas, Palestine, 
surpass the average SPG. Specifically, the graph indicates an average 
humidity of around 150 gs per cubic meter, while the SPG graph illus-
trates an average output of approximately 300 kW. This observation can 
be attributed to the adverse impact of high humidity on the efficiency of 
solar panels. Solar panels operate most effectively in dry conditions, and 
elevated humidity levels can diminish their electricity generation ca-
pacity. Notably, the SPG in Tubas peaks during the summer months 
when temperatures are at their highest. This observation suggests that, 
in the context of Tubas, temperature emerges as a more influential factor 
than humidity in determining SPG efficiency. 

As depicted in Fig. 10 there exists a negative correlation between 
atmospheric pressure and SPG. This implies that an increase in atmo-
spheric pressure is associated with a decrease in the amount of solar 
power generated. The explanation lies in the blocking of sunlight by 
clouds, which are more likely to form under high-pressure conditions. 
Notably, when the pressure reaches its peak at approximately 1000 Pa, 
SPG is at its lowest at around 100 kW. Conversely, when pressure is at its 
lowest, around 990 Pa, SPG peaks at approximately 300 kW. The robust 
negative correlation underscores the significance of atmospheric pres-
sure as a major determinant of SPG. This insight could be utilized to 
enhance SPG efficiency by strategically installing solar panels in areas 
characterized by lower atmospheric pressure. Ta
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Fig. 11 illustrates a compelling positive correlation between wind 
speed and SPG, indicating that an increase in wind speed corresponds to 
a heightened generation of solar power. This relationship is attributed to 
the enhanced efficiency of wind turbines in generating electricity at 
higher wind speeds. Moreover, wind turbines contribute to the cooling 
of solar panels, thereby further improving their efficiency. The robust 
positive correlation observed in the graph underscores the significance 
of wind speed as a major influencing factor in determining SPG. This 
insight can be leveraged to enhance the efficiency of SPG by strategically 
placing solar panels in areas characterized by elevated wind speeds. 

This subsection encompassed an exploratory data analysis, providing 

insights into data patterns and guiding the decision-making process for 
leveraging ML to extract knowledge from the dataset. Through 
comprehensive data visualization, the analysis yielded a key conclusion: 
solar energy generation is markedly influenced by solar radiation, where 
elevated solar radiation strongly correlates with increased production. 
Solar radiation emerges as the pivotal factor impacting solar cell gen-
eration. Moreover, the study illuminated the significance of additional 
environmental variables specifically, atmospheric pressure, wind speed, 
humidity, and temperature in shaping the overall performance and 
generation of solar energy. This holistic comprehension underscores the 
intricate interplay of factors shaping solar energy generation, 

Fig. 2. Correlation matrix for the features in the dataset.  

Fig. 3. SPG based on months from 2022 to 2023.  

Fig. 4. Box plot SPG based on the hours of days.  
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emphasizing the necessity of considering a spectrum of environmental 
variables for optimizing solar power systems. Building upon this 
exploration, the subsequent section will delve into the detailed presen-
tation and discussion of the methodology employed for forecasting SPG 
and the accompanying dataset. 

3.3. Forecasting methodology 

This section outlines the proposed methodology for predicting SPG 
using ML, DL, and hybrid ML algorithms applied to a real dataset. The 
process initiates with the creation of the dataset and the description of 
the preprocessing steps, including normalization and feature selection. 
Subsequently, models are constructed and trained, employing ML al-
gorithms for forecasting SPG based on historical data. The selected ML 
models encompass LSTM, RNN, RF, Bi-LSTM, SVR, CNN, and GRU. 

Following model development, hyperparameter tuning is conducted 
for the ML models. This involves adjusting parameters such as the 

optimizer, activation function, learning rate, number of epochs, batch 
size, and number of hidden layers. Concurrently, various performance 
metrics are employed to gauge the accuracy of each model. The final 
step involves the selection of the optimal forecasting model based on the 
comprehensive evaluation conducted throughout the process. 

3.3.1. Data preprocessing 
The preprocessing of data plays a pivotal role in preparing the 

machine-learning model to effectively utilize an optimal data structure. 
In the absence of preprocessed data, the performance of machine- 
learning models may be suboptimal, leading to inaccuracies and unde-
sirable outcomes. Depending on the inherent characteristics of the raw 
data, various sub-steps of preprocessing may be applied [59]. This paper 
specifically incorporates data normalization and the elimination of 
highly correlated features. Additionally, features exhibiting minimal 
correlation with the target feature are removed, outliers are addressed, 
and an evaluation is conducted to identify and handle null values in the 
original dataset. 

3.3.1.1. Data normalization. Data normalization serves as a pre-
processing technique designed to prevent certain features from dispro-
portionately influencing others. The objective of data normalization is to 
ensure that features sharing the same scale contribute equally to the 
model. Various methods of data normalization exist, such as standard-
ization and max-min normalization [60]. In the current study, all feature 
ranges were standardized to fall within the [0–1] range. The max-min 
normalization technique was applied for a linear transformation on 
the data, with the determination of the max-min normalization method 
governed by Eq. (2) [61]. 

xʹ =
x − xmin

xmax − xmin
(2)  

Where x′ represents the normalized value, x denotes the original feature 
value, xmin is the minimum value of the feature, and xmax signifies the 
maximum value of the feature. 

3.3.1.2. Feature selection. Feature selection is a methodology focused 
on identifying and choosing features in the data that significantly 
contribute to the target variable. This technique is pivotal for achieving 
robust identification rates, particularly in challenging scenarios [62]. 
The correlation between features, a statistical measure depicting how 
one variable varies concerning another, was computed. In instances 
where the dataset contained highly correlated features, it led to 

Fig. 5. Hourly SPG per Weekday.  

Fig. 6. Tubas station for SPG.  

Fig. 7. The relation between temperature in degrees and the solar power in Kilowatts.  
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increased variance and unreliability [63]. To overcome this, the corre-
lation coefficient was used as a filter for feature selection. A threshold 
was used to exclude characteristics with correlations greater than 90 %, 
thereby segregating highly correlated features from those with low 
correlation with the target variable. 

3.3.2. Machine learning algorithms 
This section offers a concise overview of the selected ML algorithms. 

The choice of these algorithms is grounded in their widespread use and 
demonstrated performance in previous studies. Despite their common 
objective, various ML and DL algorithms exhibit distinct mathematical 
models, strengths, and limitations. The DL approach delves into the 
intricate relationships among elements during the learning process, 
facilitating the prediction of dependent variable values based on inde-
pendent variables. In this study, LSTM, RNN, Bi-LSTM, CNN, RF, SVR, 
and GRU were employed to forecast SPG. 

3.3.2.3. Long short-term memory network (LSTM). A Long Short-Term 
Memory network (LSTM) is a specialized form of temporal cyclic neu-
ral network [64] engineered to tackle the long-term dependency 

problem intrinsic to conventional Recurrent Neural Networks (RNNs). 
Unlike standard RNNs, LSTM networks feature memory units in lieu of 
hidden-layer neurons. These memory units are structured with input 
gates, forgetting gates, and output gates, allowing the network to 
selectively retain or discard information at each time step. This design 
effectively addresses the difficulty of preserving pertinent data over 
prolonged durations [65]. 

The LSTM recurrent network has gained widespread recognition for 
its capacity to capture temporal correlations, proving particularly 
effective across diverse domains such as language translation and speech 
recognition. In the realm of electrical load forecasting, the LSTM 
network is customized to discern load patterns from incoming SPG 
profiles, storing these states in memory for subsequent predictive tasks 
[66]. Fig. 12 offers a visual depiction of the LSTM cell block’s 
architecture. 

3.3.2.4. Recurrent neural network(rnn). Recurrent Neural Networks 
(RNNs) were initially devised for analyzing time-series data and have 
demonstrated efficacy across various domains such as voice recognition, 
machine translation, and picture captioning [68,69]. RNNs function by 

Fig. 8. The relation between solar radiation and the solar power in Kilowatts.  

Fig. 9. The relation between humidity and the solar power in Kilowatts.  
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sequentially processing incoming sequence or time-series data through 
individual vectors at each step, thereby retaining information from 
preceding time steps in a concealed manner. Fig. 13 provides a visual 
representation of the construction of an RNN cell block. 

3.3.2.5. Gated recurrent units (GRUs). Gated Recurrent Units (GRUs), 
introduced in 2014 as a gating mechanism within recurrent neural 
networks, exhibit similarities to LSTM networks while boasting fewer 
parameters by excluding an output gate. GRUs have demonstrated 

superior performance across tasks such as polyphonic music modeling, 
speech signal modeling, and natural language processing compared to 
LSTMs. Notably effective when dealing with smaller and less frequent 
datasets, GRUs represent an enhancement over the hidden layer of 
classical RNNs, as illustrated in Fig. 14 [71-76]. 

Fig. 10. The relation between pressure and the solar power in Kilowatts.  

Fig. 11. The relation between wind speed and solar power in Kilowatts.  

Fig. 12. A long short-term memory block diagram structure [67].  

Fig. 13. RNN block diagram structure [70].  
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3.3.2.6. Bi-directional long short-term memory (Bi-LSTM). Bi-directional 
Long Short-Term Memory (Bi-LSTM), introduced by Schuster and Pal-
iwal [78], enables a network to leverage both past and future input data 
sequences. The input data undergoes processing through two inter-
connected layers [79]. In Bi-LSTM, each element’s sequence prediction 
or tagging is determined by considering the context of elements both in 
the past and future. This is achieved by running two LSTMs con-
currently—one from left to right and the other from right to left. The 
combined output of these two LSTMs yields the forecast of the target 
signal, termed the composite output. Fig. 15 shows the structure of a 
bidirectional LSTM (bi-LSTM) algorithm. 

3.3.2.7. Convolutional neural network (CNN). In DL, Convolutional 
Neural Networks (CNNs) are widely employed for image classification, 
drawing inspiration from the human visual system as proposed by [81] 
and [82]. CNNs stand as state-of-the-art approaches for pattern recog-
nition, object detection, and various image-related applications. Fig. 16 
illustrates a basic schematic representation of a simple CNN, comprising 
five distinct layers: an input layer, a convolution layer, a pooling layer, a 
fully connected layer, and an output layer [83]. 

3.3.2.8. Support vector regression (SVR). Support Vector Regression 
(SVR) is a well-established technique utilized in engineering regression 
problems, renowned for its advantages such as rapid learning, excep-
tional generalization capabilities, and resilience to noise [85]. SVR 
utilizes a kernel function to map data from the sample space to a 
higher-dimensional characteristic space. By discerning intricate re-
lationships between observed and response variables, this regression 
model adeptly transforms nonlinear problems into linear ones. The 
structure of SVR is illustrated in Fig. 17. 

3.3.2.9. Random forest (RF). The random forest model, introduced by 
[87], is a member of the decision tree family, adhering to the "divide and 
conquer" principle. It employs multiple random trees to make pre-
dictions, selecting different rows and columns from the training dataset 
through a bootstrapping process as illustrated in Fig. 18. This approach 
mitigates correlations between trees and reduces variance [88]. During 
runtime, each tree generates a prediction, and the model aggregates the 
mean of these individual predictions to produce an overall prediction 
result. 

3.3.2.10. Hybrid model [CNN-LSTM-RF]. The hybrid model architec-
ture comprises three main components: Convolutional Neural Network 
(CNN), LSTM, and RF. Here’s a more in-depth explanation of each 
component and how they are integrated: 

1. Convolutional Neural Network (CNN): 

- The CNN component is responsible for extracting spatial features 
from the input data, which in our case, are the time series data 
representing SPG. 
- CNN layers consist of convolutional and pooling layers that learn 
hierarchical representations of the input data, capturing patterns and 
relationships between neighboring data points. 
2. Long Short-Term Memory (LSTM): 
- The LSTM component is a type of RNN designed to model sequential 
data and capture temporal dependencies over time. 

Fig. 14. GRU block diagram structure [77].  

Fig. 15. Structure of a bidirectional LSTM (bi-LSTM) algorithm [80].  

Fig. 16. Structure of convolutional neural network (CNN) algorithm [84].  

Fig. 17. Structure of Support Vector Regression (SVR) [86].  

Fig. 18. Structure of Random Forest (RF) [89].  
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- LSTM cells contain a memory mechanism that allows them to retain 
information over long sequences, making them suitable for time se-
ries forecasting tasks. 
- LSTM layers in our model process the output of the CNN layers and 
learn temporal patterns in the SPG data. 
3. Random Forest (RF): 
- The RF component serves as a decision-making ensemble model 
that combines the predictions of multiple decision trees. 
- RF is known for its robustness and ability to handle complex, 
nonlinear relationships in the data. 
- In our hybrid model, RF integrates the features extracted by both 
the CNN and LSTM components to make the final predictions of SPG. 

The integration of these components follows a sequential process: the 
CNN layers extract spatial features from the input data, which are then 
fed into the LSTM layers to capture temporal dependencies. The output 
of the LSTM layers, along with additional features derived from the CNN 
and LSTM layers, is used as input to the RF model for final prediction. 

3.3.3. Hyperparameters tuning for machine learning models 
In this section, the hyperparameters utilized in the research are 

delved into to optimize the performance of the applied models for pre-
dicting SPG. The process of fine-tuning these parameters, known as 
hyperparameter tuning, is crucial for achieving the best results. The key 
parameters considered in this study include:  

• Best optimizer  
• Activation function  
• Learning rate  
• Number of epochs  
• Batch size  
• Number of hidden layers  
• Dropout  
• Number of estimators in RF 

By systematically adjusting these hyperparameters, in aim to 
improve the predictive accuracy and overall efficiency of the ML models 
in forecasting SPG. 

3.3.4. Metrics selection 
Various metrics exist to statistically measure the performance of data 

regression [90]. This paper emphasizes specific metrics for evaluating 
deep learning models, including root mean square error (RMSE), mean 
absolute error (MAE), and the coefficient of determination (R-squared). 
Eqs. (3) to (5) illustrate these metrics. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1(|yt − ytP|)
2

n

√

(3)  

MAE =
1
n
∑n

i=1
(|yi− ŷi|) (4)  

coefficient of determination
(
R2) = 1 −

SSregression

SStotal
(5)  

Where: 
SSregression—The regression sum of squares (explained sum of 

squares). 
SStotal—The sum of all squares. 

4. Results and discussion 

After deploying the ML algorithms for forecasting solar power, the 
metrics were used to evaluate the models’ efficiency with different ML 
algorithms. This section will present the outcomes of the forecasting 
process alongside the corresponding performance metrics, including R2, 

RMSE, and MAE, for each ML methods. The dataset was split into a 
training set, accounting for 80 % of the data, and a test set, representing 
the remaining 20 %. The implementation of the models was conducted 
using the Python programming language. A Jupyter Notebook served as 
the experimentation platform. The experiments were carried out on a 
machine equipped with a dedicated NVidia 1080Ti GPU boasting 11 GB 
of memory. 

4.1. Classical machine learning algorithms 

In this subsection, ML models are employed, specifically RF and SVR, 
to forecast SPG and what the best results are. These models demon-
strated promising performance, achieving a testing result as shown in 
Fig. 19-27. This indicates that the models could capture patterns and 
trends within the training data effectively. The optimal number of es-
timators for the Random Forest model was determined to be 100, further 
enhancing its predictive capabilities. 

Fig. 19 illustrates the actual and expected outcomes of forecast SPG 
with the RF model. The test outcome values obtained from the test 
sample, and the ideal number of estimators is 100. The RF model has the 
greatest value, R2 = 0.89. It was determined that the RF model had the 
best accuracy and the lowest error rate. This shows that the RF model 
may be marginally more accurate in anticipating real SPG numbers. 

Fig. 20 depicts the real and expected outcomes of forecast SPG with 
the SVR model. The test result numbers obtained from the test sample. 
The SVR model produced the greatest value at the test dataset, with R2=

0.83. It was found that the SVR model had the best accuracy and the 
smallest error rate, with the mistake occurring in the peak value of solar 
power output. 

Table 2 shows the forecasting test results for a classical ML model. 
The RF model appears to be a good choice for forecasting in this case. 
This is because it has a lower RMSE (0.09) and MAE (0.05) compared to 
the SVR model (RMSE: 0.13, MAE: 0.10). Lower RMSE and MAE indicate 
better accuracy in predicting the actual values and absolute errors, 
respectively. Both models have high R2 values (0.89 for RF and 0.83 for 
SVR). This means that both models explain a large proportion of the 
variance in the SPG variable, but the RF model performs slightly better 
in this aspect. 

Overall, the RF model seems to be the more accurate and efficient 
choice for forecasting. 

4.2. Deep learning algorithms 

Upon the implementation of various neural network architectures, 
including Long Short-Term Memory (LSTM), Bidirectional LSTM (Bi- 
LSTM), Recurrent Neural Network (RNN), and Gated Recurrent Unit 
(GRU), the performance evaluation of these models ensues. This 
segment presents the forecasted outcomes generated by the DL algo-
rithms, accompanied by performance metrics such as R-squared, root 
mean square error (RMSE), and mean absolute error (MAE). Each 
algorithmic variant is subjected to a distinct analysis employing these 
statistical measures to gauge its predictive accuracy and overall 
efficiency. 

This section delineates the methodology employed to attain optimal 
forecasting outcomes in each model, elucidated through considerations 
of critical parameters. The optimization process is explained concerning: 
(1) the optimal number of hidden layers, (2) batch size, (3) learning rate, 
(4) optimizer type, and (5) activation function. Initially, the four models 
(LSTM, Bi-LSTM, RNN, and GRU) exhibited superior performance when 
subjected to an 80 % training rate and a corresponding 20 % test rate. 
Multiple optimizers with varying learning rates were applied to each 
model to discern the most favorable combination. The optimal config-
uration was determined to be a learning rate of 0.01 coupled with the 
Adam optimizer, yielding the most favorable results. Furthermore, the 
optimal number of hidden layers was identified as two, with an epoch 
size of 50 and a batch size of 32, collectively producing the best 
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forecasting outcomes. 
Fig. 21 displays the real and expected outcomes of forecasting solar 

energy generation with the LSTM model. The test outcome values were 

obtained from the test, and the Adam optimizer had two hidden layers. 
The LSTM model had the greatest value (R2 = 0.898). It was determined 
that the LSTM model had the best accuracy and the smallest error rate. 
This shows that the LSTM model may be marginally more accurate in 
anticipating real SPG levels. 

Fig. 22 depicts both the real and expected outcomes of forecasting 
SPG with the Bi-LSTM model. Where the test outcome values were ob-
tained from the test sample, and the Adam optimizer had two hidden 
layers. The Bi-LSTM model has the greatest value (R2 = 0.9027). It was 
determined that the Bi-LSTM model had the best accuracy and a small 
error rate. This shows that the Bi-LSTM model may be more accurate in 
projecting real SPG levels than the LSTM. 

Fig. 23 represents the real and anticipated outcomes of forecast SPG 

Fig. 19. Random Forest test results for forecasting SPG.  

Fig. 20. SVR test results for forecasting SPG.  

Table 2 
Forecasting test result for classical ML model.   

RF SVR 

RMSE (kW) 0.09 0.13 
MAE (kW) 0.05 0.10 
R2 0.89 0.83 
Time training (second) 6.52 0.44 
Memory training (MB) 614.76 783.33  
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with the RNN model. Where the test outcome values were obtained from 
the test, and the Adam optimizer had two hidden layers. The RNN model 
had the greatest value (R2 = 0.8957). It was determined that the RNN 
model had the best accuracy and the least error rate. This shows that the 
RNN model may be slightly more accurate in forecasting real SPG levels, 
with results comparable to those of the LSTM and Bi-LSTM models. 

Fig. 24 illustrates the real and expected outcomes of forecasting SPG 
with the GRU model. Where the test result values were obtained from 
the test, and the Adam optimizer had two hidden layers. The GRU model 
had the greatest result (R2 = 0.894). It was determined that the GRU 
model had the maximum accuracy and the least error rate. This implies 
that the GRU model is somewhat better at forecasting real SPG levels, 
with results comparable to the RNN and LSTM models. 

Table 3 shows the results of a forecasting test for four different DL 
models: LSTM, Bi-LSTM, RNN, and GRU. The metrics used to evaluate 
the models are RMSE, MAE, and R-square. All four models have similar 
RMSE and MAE values, which are all around 0.10 and 0.06, respectively. 
This suggests that all four models have similar levels of accuracy in 
terms of predicting the absolute error. The Bi-LSTM model has the 
highest R2 value, at 0.9027. This indicates that the Bi-LSTM model has 
the best fit for the data among the four models. 

Overall, the Bi-LSTM model appears to be the best-performing model 
based on the R-square metric. The Bi-LSTM model outperforms the other 
three models in terms of R2, which is a measure of how well the model 
fits the data. The Bi-LSTM model has an R2 value of 0.9027, while the 
other models have R2 values that are all around 0.89. This suggests that 

Fig. 21. LSTM test results for forecasting SPG.  

Fig. 22. Bi-LSTM test results for forecasting SPG.  
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the Bi-LSTM model can capture the underlying relationships in the data 
more accurately than the other models. 

4.3. Hybrid machine learning algorithms 

In this section, delving into the exploration and analysis of hybrid 
machine learning models, specifically the LSTM-RF (Long Short-Term 
Memory—Random Forest) and CNN-LSTM-RF (Convolutional Neural 
Network—Long Short-Term Memory—Random Forest). These models 
combine the strengths of different architectures to harness comple-
mentary features and enhance overall performance. 

The LSTM-RF model integrates the temporal dependencies captured 
by Long Short-Term Memory networks with the robustness of Random 

Forests. This fusion aims to leverage the sequential information within 
the data while harnessing the ensemble learning capabilities of Random 
Forests for improved accuracy and generalization. Building upon the 

Fig. 23. RNN test results for forecasting SPG.  

Fig. 24. GRU test results for forecasting SPG.  

Table 3 
Forecasting test result for Deep Learning model.   

LSTM Bi-LSTM RNN GRU 

RMSE (kW) 0.10 0.10 0.10 0.10 
MAE (kW) 0.0.07 0.06 0.06 0.06 
R2 0.898 0.9027 0.895 0.894 
Time training (second) 18.10 18.20 26.24 19.94 
Memory (MB) 605.61 602.83 752.55 657.21  
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LSTM-RF framework, the CNN-LSTM-RF model incorporates convolu-
tional neural networks (CNNs) to extract hierarchical features from 
input data. CNNs excel at capturing spatial patterns, and when com-
bined with LSTM and RF components, they form a powerful triad for 
handling complex and multi-dimensional data. 

During the experimentation phase, the Adam optimizer emerged as 
the optimal choice for fine-tuning our hybrid models. The hyper-
parameters were carefully tuned, revealing that employing a configu-
ration with two hidden layers, a learning rate of 0.01, and a batch size of 
32 yielded the most promising results. Furthermore, a total of 50 epochs 
were found to strike a balance between model convergence and 
computational efficiency. The decision to adopt the Adam optimizer at 
this specific configuration stems from its adaptive learning rate capa-
bilities, making it well-suited for training complex hybrid architectures. 
The amalgamation of LSTM, CNN, and RF components under the guid-
ance of Adam Optimization forms the backbone of our exploration into 
hybrid machine learning for the given task. 

Fig. 25 illustrates the actual and expected outcomes of forecast SPG 
with the LSTM-RF hybrid model. Where the test outcome values were 
obtained from the test, and the Adam optimizer had two hidden layers. 
The LSTM-RF model has the greatest value, R2 = 0.89. It was determined 
that the LSTM-RF model had the best accuracy and the least error rate. 
This shows that the LSTM-RF model may be slightly more accurate in 
forecasting real SPG values, with results comparable to the DL and RF 
models. 

Fig. 26 depicts both the real and anticipated outcomes of forecasting 
SPG with the CNN-LSTM-RF hybrid model. Where the test result values 
were obtained from the test, and the Adam optimizer had two hidden 
layers. The CNN-LSTM-RF model has the greatest R2 score, 0.89. It was 
determined that the CNN-LSTM-RF model had the best accuracy and 
least error rate. This shows that the CNN-LSTM-RF model may be 
marginally better at forecasting real SPG values, with results comparable 
to those of the DL and RF models. Furthermore, it is the best model 
among conventional and DL models, with CNN-LSTM-RF achieving the 
greatest accuracy and smallest error. 

Table 4 shows the forecasting test results for four hybrid ML models: 
LSTM-RF and CNN-LSTM-RF. The metrics used to evaluate the models 
are RMSE, MAE, and R-square. The CNN-LSTM-RF model has the lowest 
RMSE and MAE values, at 0.07 and 0.05, respectively. This suggests that 

the CNN-LSTM-RF model is the most accurate among the two hybrid 
models in terms of predicting the absolute error. The CNN-LSTM-RF 
model has the highest R2 value, at 0.92. This indicates that the CNN- 
LSTM-RF model has the best fit for the data among the two hybrid 
models. 

Overall, the CNN-LSTM-RF model appears to be the best-performing 
model for this specific task based on both RMSE and MAE metrics. 
Moreover, the training time for the proposed model is 0.58 second, and 
the used memory in training is 10,145.66 MB. 

4.4. Comparing the best result for each classical, deep, and hybrid models 

In this section, the comparison of the best-performing models from 
three different categories: classical machine learning, deep learning, and 
hybrid models, will be conducted. The evaluation of the models will be 
based on the following metrics: RMSE, MAE, and R-square. For each 
category, the model with the best performance based on the chosen 
metrics will be identified. Subsequently, a comparison of the best- 
performing models from each category will be conducted to determine 
which type of model (classical, deep, or hybrid) is best suited for this 
task. 

Table 5 shows the results of a forecasting test for the best three ML 
models used for SPG forecasting: RF, Bi-LSTM, and CNN-LSTM-RF. The 
metrics used to evaluate the models are RMSE, MAE, and R2. The CNN- 
LSTM-RF hybrid model has the lowest RMSE and MAE values, at 0.07 
and 0.05, respectively. This suggests that the CNN-LSTM-RF model is the 
most accurate among the ML models in terms of predicting the absolute 
error in SPG. The CNN-LSTM-RF model has the highest R2 value, at 0.92. 
This indicates that the CNN-LSTM-RF model has the best fit for the data 
among the three models. In other words, the CNN-LSTM-RF model is the 
best at capturing the underlying relationships in the data that affect SPG. 
Therefore, the CNN-LSTM-RF is the best and the most accurate fore-
casting model for forecasting SPG. 

Fig. 27 shows the comparison of model performance for three models 
(RF, Bi-LSTM, and CNN-LSTM-RF) using RMSE and MAE metrics. The 
CNN-LSTM-RF model appears to be the best-performing model overall. 
It has the lowest RMSE and MAE values, indicating that it has the 
smallest average absolute difference between its predictions and the 
actual values. All three models perform relatively well, with RMSE 

Fig. 25. LSTM-RF test results for forecasting SPG.  
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values below 0.1 and MAE values below 0.06. This suggests that they are 
all capable of making reasonably accurate SPG forecasts. The Bi-LSTM 
model has a slightly higher RMSE than the other two models, but its 
MAE is similar to the CNN-LSTM-RF model. This suggests that the Bi- 
LSTM model may be more prone to occasional large errors. The RF 
model has the highest RMSE and MAE values of the three models. Then 
the CNN-LSTM-RF hybrid model is the preferred choice for forecasting 
solar power generation because it has the lowest error and high accuracy 
compared with RF and Bi-LSTM. 

Table 6 reveals that the results of each study vary due to several 
factors, including the dataset, specific features (such as solar radiation, 
wind speed, atmospheric pressure, and temperature), the algorithms 
implemented, and their tuning parameters. Our research demonstrates 
improved performance utilizing the combined CNN-LSTM-RF model, 
achieving an RMSE of 0.07, an MAE of 0.05, and an R-squared value of 
0.92. This improvement is attributed to the adjustment of eight hyper-
parameters and the incorporation of additional features not previously 
considered, optimizing the model’s performance while preventing 
overfitting. 

While our hybrid CNN-LSTM-RF model showed promising results in 
forecasting solar power generation, it’s important to recognize certain 
limitations encountered during the study. These may include challenges 
are the inherent variability and unpredictability of weather conditions. 
Solar power generation is heavily influenced by factors such as cloud 
cover, atmospheric conditions, and seasonal changes, which can be 
challenging to accurately predict over extended timeframes. Addition-
ally, fluctuations in solar panel efficiency and degradation over time can 
introduce uncertainties into the forecasting process. These factors may 
lead to inaccuracies in the model predictions, particularly for long-term 
forecasts. 

5. Conclusions and future work 

Forecasting solar power generation is essential for the efficient 
development and planning of power systems, contributing to improved 
technical performance and financial efficiency. This study aimed to 
develop accurate forecasting models by analyzing a real dataset of solar 
power generation. The developed models offer valuable insights into 
future solar power production, enabling optimization of resource 

Fig. 26. CNN-LSTM-RF test results for forecasting SPG.  

Table 4 
Forecasting test result for Hybrid ML model.   

LSTM-RF CNN-LSTM-RF 

RMSE (kW) 0.09 0.07 
MAE (kW) 0.05 0.05 
R2 0.89 0.92 
Time training (second) 28.62 49.89 
Memory training (MB) 694.25 783.33  

Table 5 
Comparing forecasting test result for ML model.   

RMSE (kW) MAE (kW) R2 

RF 0.09 0.05 0.89 
Bi-LSTM 0.10 0.06 0.9027 
CNN-LSTM-RF 0.07 0.05 0.92  

Fig. 27. Comparison of Model Performance (RMSE and MAE).  
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utilization and cost reduction. Utilizing various classical ML, DL, and 
hybrid ML techniques, including Long Short-Term Memory (LSTM), 
Gated Recurrent Units (GRU), Recurrent Neural Networks (RNN), 
Random Forest (RF), Support Vector Regression (SVR), Bi-directional 
LSTM (Bi-LSTM), and Convolutional Neural Network (CNN), this study 
explored different approaches to solar power forecasting. Among these 
techniques, the hybrid model combining CNN-LSTM-RF demonstrated 
superior accuracy, achieving an impressive R-squared value of 92 %, 
with a Root Mean Square Error (RMSE) of 0.07 kW and a Mean Absolute 
Error (MAE) of 0.05 kW. 

The findings highlight the effectiveness of the hybrid machine 
learning model in accurately forecasting solar power generation. Future 
research directions could include developing web interfaces for show-
casing anticipated solar power generation, specifically tailored for 
relevant departments. Additionally, there should be a focus on predict-
ing long-term SPG outcomes to further enhance the applicability and 
effectiveness of the forecasting models. Additionally, investigating the 
integration of cloud cover data into forecasting models to enhance ac-
curacy in predicting solar power generation. 
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Table 6 
Results from previous studies.  

Ref Algorithms Result Location 

[26] Deep Belief Networks, Auto Encoder, and LSTM RMSE of 0.0713, MAE of 0.0366, absolute deviation of 0.2765. Kassel, Germany 
[27] LSTM, MLP MAE = 676.34, RMSE=883.5, R2=0.745 Canada 
[36] ANN, SVR, LR, RF RF achieved MAE=2.64e-05, MSE=9.93e-0, and RMSE = 0.0009 Morocco 
[37] SP,DBN, SVM, RF RMSE=0.0343, MAE= 0.01286 Hambantota, Sri Lanka 
[38] ANN, NN, LR, SVM ANN achieved an RMSE = 0.998 National Solar Radiation 

Database (NSRD) 
[49] CNN, LSTM, CNN, MLP, WPD-LSTM, ESNCNN ESNCNN achieved RMSE = 0.1432, MBE = 0.0048 Shaoxing, China 
[39] SVR,ANN,DT,RF,XGBOOST,GAM ANN achieved RMSE = 2.6e− 08, MAE = 0.00013 Morocco 
[29] ANN, LSTM, Bagging, DSE-XGB DSE-XGB achieved RMSE = 0.78, MAE = 0.59 Public 
[40] ANN, KNN, SVM, LR ANN achieved RMSE = 86.4, MAE = 8.4 Medellín, Colombia 
[41] Holt-Winters, Multivariate Linear Regression, 

ARIMA, SARIMA, ARIMAX, SARIMAX, and 
LSTM 

LSTM achieved R2 = 0.943, MAPE= 5.79 Ansan city, South Korea 

[42] ANN, KNN, GBRT RMSE for ANN is 0.113, GBRT = 0.112, and KNN = 0.14 Sweden 
[43] SVM, and GBR Results show that the non-linear methods obtain lower errors than the linear one. public data from Kaggle for 

the State of Oklahoma 
[44] SVM, and LR The results show that SVM more accurate and leass error than LR National Weather Service 

(NWS) 
[45] SVM, GPR, LR, and DT DT achieved R2 = 95.91, MAPE= 5.83 Malaysia 
[46] SVM, RF, and LR RF achieved MAE = 12.45, RMSE= 27.32 India 
[30] LSTM, GRU, Auto-LSTM, and Auto-GRU LSTM gives RMSE and MAE are 0.0739, 0.0176, respectively. Shagaya in Kuwait and Cocoa 

in the USA 
[49] LSTM, GRU, RNN, MLP, WPD-LSTM, and hybrid 

ESNCNN 
ESNCNN gives RMSE and MBE are 0.1432,0.0048, respectively. Australia Solar Centre 

[47] SVM, and the Hidden Markov Accuracy for SVM is 94 %, and Hidden Markov Model 61.8 % in sunny Australia 
[50] CNN, and the ANN ANN gives high accuracy and less error. Stanford University 
[51] CNN, Multi- headed-CNN, CNN-LSTM, ARMA, 

and MLR 
CNN-LSTM achieved MAE =0.051511, RMSE= 0.065213 Public 

[28] RNN, LSTM, and GRU RNN achieved MAE =1.83, RMSE= 2.92 Errachidia province 
[31] MLFFNN, RBFNN, SVR, FIS, and ANFIS Results demonstrated that for the SVR and MLFFNN models have the maximum 

performance to predict the solar irradiance with R = 0.9999 and 0.9795, respectively. 
Iran 

[52] CNN, LSTM, MLP, hybrid deep learning(Prop) Prop achieved average for RMSE = 1.46. Shaoxing, China 
[53] RNN+ LSTM RMSE of 7.416 % and an MAPE of 10.805 % South Korea 
[54] Ensemble of ANN, SVR, ELM EA achieved MSE is 0.1295, and MAE =0.1936 India 
[55] CNN and LSTM MAPE of 4.58 on sunny days and 7.06 on cloudy days Busan, Korea 
[32] DL and SVR DL outperformed SVR, with a MAPE of 7.9 % for DL and 8.52 % for SVR Spain 
[33] LSTM, and ANFIS LSTM model gives the best results with RMSE, MAE, and R equal to 60.66 kWh, 30.47 

kWh, and 0.9777, respectively. 
Turkey 

[34] ANN, CNN, and RNN, polynomial regression, 
SVR, and RF. 

RNN achieved R2 of 0.9546 and an RMSE/MAE of 82.22 W/m2 / 36.52 W/m2. Nigeria 

[48] RBFNN, K-nearest neighbor, K-means clustering The enhanced model outperforms traditional RBFNN and Multilayer Perceptron Neural 
Network methods, exhibiting a higher level of precision with a low mean square error, 
particularly when employing a relatively few neurons on the hidden layer 

Jericho, Palestine 

[35] MFFNNBP achieved an average RMSE of 0.034955333 Palestine  
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