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Featured Application: An interactive training and simulation virtual reality platform for
teaching fundamentals of nursing.

Abstract: The increasing complexity of healthcare delivery and the advancements in medi-
cal technology have highlighted the necessity for improved training in nursing education.
While traditional training methods have their merits, they often encounter challenges
such as limited access to clinical placements, static physical simulations, and performance
anxiety during hands-on practice. Virtual reality (VR) has been increasingly adopted for
immersive and interactive training environments, allowing nursing students to practice
essential skills repeatedly in realistic, risk-free settings. This study presents NursingXR, a
VR-based platform designed to help nursing students master essential clinical skills. With
a scalable and flexible architecture, NursingXR is tailored to support a variety of nursing
lessons and adapt to evolving curricula. The platform has a modular design and offers
two interactive modes: Training Mode, which provides step-by-step guided instruction,
and Evaluation Mode, which allows for independent performance assessment. This article
details the development process of the platform, including key design principles, system
architecture, and implementation strategies, while emphasizing its utility and scalability.
A mixed-methods evaluation involving 78 participants—both novices and experts—was
conducted to evaluate the platform’s usability and user satisfaction. The results underscore
NursingXR’s effectiveness in fostering an effective and engaging learning environment as
well as its potential as a supplementary resource for nursing training.

Keywords: virtual reality; nursing fundamentals; medical simulation; immersive learning
environments; immersive virtual reality

1. Introduction
As healthcare technology evolves, nurses must continually adapt to increasingly

complex medical devices, treatment protocols, and patient care techniques. This growing
demand for technical proficiency places significant pressure on nursing education to ensure
students acquire both theoretical knowledge and hands-on clinical skills [1]. However,
nursing students often struggle with the abstract and intricate concepts of foundational
courses such as physiology, pharmacology, and pathophysiology. These difficulties are
exacerbated by academic deficits, including limited scientific literacy and insufficient
exposure to high-level medical content. Moreover, stress plays a crucial role during training,
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particularly in initial hands-on practice. These challenges are especially significant in high-
stakes clinical settings, where performance anxiety further limits opportunities for gaining
experience [2]. Furthermore, clinical placements are often limited, making it difficult for
students to gain sufficient real-world experience. Many institutions struggle to provide
adequate hands-on training due to faculty shortages, resource constraints, and competition
for clinical sites [3]. Additionally, physical simulations, such as the use of mannequins,
while helpful, do not always fully replicate the complexity of patient care [4]. These
constraints have driven the need for alternative learning methods that can provide students
with the flexibility to practice clinical tasks in a realistic and controlled environment. Virtual
reality (VR) training platforms offer a solution by enabling students to repeatedly practice
procedures in an immersive, interactive setting without the constraints of physical labs or
patient availability [5].

The integration of emerging technologies into education is transforming how students
learn and acquire practical skills. Virtual reality (VR) and immersive learning environments
have gained considerable attention in the past decade for their potential to revolutionize
training across various fields, particularly in healthcare [6,7]. Nursing education, which
traditionally relies on physical simulations, textbooks, and supervised clinical practice, is
increasingly looking to such immersive training tools to enhance the learning experience [8].
By immersing students in realistic, interactive environments, VR allows them to practice
critical skills in a risk-free setting, offering an approach to bridging the gap between
theoretical knowledge and hands-on clinical practice. Recent studies [5,8–10] have shown
that VR can significantly enhance skill acquisition, decision-making, and confidence in
medical and nursing students. For instance, research by Chen et al. [5] demonstrated that
VR-based simulations enhance knowledge, task performance, and safety of clinical practice.

Despite its promise, the adoption of VR in nursing education is still met with skepti-
cism. Some researchers and academics question whether VR can fully replace traditional
hands-on training, particularly for tasks that require tactile feedback, such as wound
care, peripheral pulse, or intravenous (IV) insertion [11,12]. Furthermore, concerns about
the cost of VR implementation, the learning curve for students unfamiliar with the tech-
nology [13,14], and issues such as motion sickness highlight the need for continued re-
search [7,15]. This divergence in perspectives underscores the necessity to further investi-
gate the efficacy of VR as a supplementary, not replacement, tool for nursing education,
particularly in skill retention and clinical performance.

NursingXR, an immersive learning environment for nursing fundamentals, was de-
signed to address many of the challenges faced in nursing education. By simulating
real-world clinical environments and procedures, this platform enables nursing students
to practice fundamental tasks, such as patient assessments, wound care, and IV insertion,
within an immersive, interactive setting. The platform provides real-time feedback, help-
ing students refine their skills over multiple iterations, and its modular design allows
for continuous updates to meet evolving educational needs. This study builds upon the
framework and design principles described in previous work [16–18], and discusses the
implementation methodologies and validation approaches used to assess the usability and
technical robustness of NursingXR. Specifically, the study seeks to address the following
research questions:

1. Can VR-based platforms like NursingXR significantly enhance nursing students’ task
proficiency compared to traditional methods?

2. How impactful is the user interface and interaction design in facilitating intuitive
navigation and task execution for users with varying levels of experience?

3. What technical and usability challenges, such as motion sickness or control precision,
arise during the use of NursingXR?
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4. To what extent does the modular and scalable architecture of a VR-based training
platform support the integration of new features and lessons?

5. How well does the platform perform in terms of system responsiveness, visual fi-
delity, and real-time feedback, and how do these factors influence user satisfaction
and engagement?

This paper is organized into six sections. Section 2 reviews the state-of-the-art in nurs-
ing education and the role of VR in training. Section 3 outlines the design and development
of NursingXR, including its architecture, features, and implementation. Section 4 describes
the validation study, covering participant demographics and experiment design. Section 5
presents the results and discussion, with both quantitative and qualitative analyses. Finally,
Section 6 concludes with key findings and future directions.

2. Immersive Learning in Nursing Education
2.1. State-of-the-Art in Nursing Training

Nursing has a long history of using a variety of training simulations for students,
which allowed the user to gain required knowledge, experience, and skills out of it [19].
Nurse training used to be performed in class on subjects in which they conducted the
process on people who required medical care. This could cause a risk in which the patient’s
life could be threatened, which was the case in the 20th century. Nurse training has evolved
to use many different solutions, such as utilize a human dummy (mannequins) when
performing the process to train nurses in a safe environment, without disturbing the real
system and causing accidental and permanent injury to the patient as they practice [20].

Most modern simulations take place in a physical lab environment, designed to
emulate a real sick room. However, they are stocked with replacement chemicals, prop tools
and materials, and most importantly, training mannequins [9]. Mannequins, in general,
come in a variety of models and have a wide array of features, making them suitable for
educating students in a range of medical procedures and bedside care techniques. On the
other hand, their complexity means high price points including (but not limited to) the
manikins’ initial price, purchasing and then regularly replacing and restocking the testing
materials (such as chemicals and practice solutions), swappable props and items to enhance
training simulations [21].

Due to the lockdown caused by COVID-19, there was a real need for distance learning
in higher educational institutions around the world [22,23]. To overcome the limitations
associated with the distance learning for nursing students, VR technology is considered as a
mean to transfer practical knowledge and skills [24]. Using VR technology, nursing students
can look at and manipulate three dimensional models and objects in a safe, immersive
environment [25]. They can repeatedly perform actions and procedures that might normally
be costly or time consuming to set up, such as working on a mechanical device, or learning
a hands-on skill such as pipe maintenance or drawing [26,27]. The rapidly improving
development platforms and wide range of hardware and software means that these kinds
of training tools can be rapidly produced, while still retaining a high level of educational
merit and interactive fidelity.

Therefore, there are a number of commercial VR products that focus on business-
to-business models, and they are not available to the public. UbiSim [28] is one of the
immersive training platforms that enable users to customize scenarios. Similarly, Oxford
Medical Simulation (OMS) [29] is VR application that can be integrated with the curriculum
for a number of medical courses as a multiplayer environment. Another commercial VR
solution is SimX [30] which provides users with different medical scenarios for nursing in
hospitals and the military. Medical Assisting Clinical Suite [31] is a VR application that
allows the user to select the mode of VR training modules including guided, expert, and
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exam modes. It also has a sort of gamification through including a scoring mechanism and
sound effects based on correct tasks or mistakes made.

2.2. Effectiveness of VR in Nursing Training

In general, effectiveness and usability issues are of great importance in VR solutions,
and particularly in healthcare. Different studies have been conducted to investigate the
effectiveness of VR and its utility as an educational or training tool in the nursing domain.
For instance, researchers in [5,7,10,11,13,32–34] conducted systematic reviews to evaluate
the effectiveness of VR to develop skills and prepare nursing students for real clinical
practice. The studies reviewed a large number of articles related to using VR in nursing
contexts. The analysis concludes that VR simulations can support nursing students in drug
management, intravenous drug infusion, and administer medications safely, among others.
Furthermore, the reviewed studies showed that the use of VR in nursing has an improved
knowledge effect. In particular, Chen et al. [5] evaluated the integration of VR in nursing,
learning, and teaching in the areas of knowledge, skills, satisfaction, confidence, and
performance time of different nursing procedures and tasks by conducting a comprehensive
evaluation for the literature. The study concludes that VR simulations are effective in
reinforcing the knowledge sets of users unlike those in control groups. However, it also
mentions that VR provides no significant improvement to skills, satisfaction, confidence,
or performance time. Nevertheless, VR can be considered as a complement to other
simulation strategies in nursing education to enhance knowledge, and as a way to improve
the quality and safety of clinical practice [5,9]. Another study investigated nursing students’
experiences in using VR-based skill learning processes [35]. The study was conducted for
students who enrolled in an Adult Nursing and Practice course, and they were asked to
use a VR nasogastric tube care skill learning system. The obtained results presented a fast
skill learning process and stress-free environment as advantages of the VR application.
However, it was noted that instead of replacing conventional skill teaching methods, VR
application can be considered a supplementary tool. This was also confirmed by Klenke-
Borgmann et al., who observed VR’s significantly positive impact on clinical training
and assessment [14]. Other examples of studies that investigated the effectiveness of VR
technology for healthcare and nursing domains include [36–38].

2.3. Technical Considerations in VR Development

Previous work has explored various strategies and technical details for developing VR
applications across different domains, including nursing education. For instance, the study
by [39] investigated the integration of multi-access edge computing (MEC) into virtual
reality environments to alleviate the burden of network transmission, a critical factor
in ensuring seamless VR experiences. Similarly, another study proposed algorithms for
optimizing bandwidth utilization in small cell base stations (SBS) to enhance the delivery
of VR applications [40].

A user-centered design approach for VR application development was reported in [41],
highlighting the importance of identifying user needs to create useful, usable, and accessible
VR tools. Other studies applied standard requirement elicitation techniques from software
engineering to VR development, such as those outlined in [42,43]. For example, the study
by [12] emphasized the use of storyboards, interviews, user observations, and focus groups
to perform requirements elicitation for VR applications, showcasing a practical approach to
aligning technical design with user expectations.

In the medical and healthcare domains, researchers in [44] presented diverse technical
perspectives for developing VR applications tailored for disciplines such as medicine,
surgery, dentistry, and nursing. The study discussed functional requirements, the design of
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3D models, necessary equipment, and the integrated development environments (IDEs)
and tools employed for VR solution development. Additionally, the study by [45] provided
detailed insights into the development of a pediatric VR training solution, covering aspects
such as IDE selection, task analysis, interaction design, and hardware (e.g., VR headsets).

However, a notable gap remains in the detailed documentation of development and
deployment phases for proposed VR solutions [16–18]. While the existing literature pro-
vides valuable information on the technical and functional aspects of VR development,
comprehensive frameworks outlining the full lifecycle, from design to implementation and
deployment, are often missing, leaving room for further research and standardization in
this area.

3. Materials and Methods
3.1. Conceptual Design

The design of NursingXR is centered around creating an immersive virtual environ-
ment that replicates real-world clinical settings. The goal is to provide nursing students
with a realistic platform to practice fundamental nursing procedures in a controlled, repeat-
able manner. Recent research has demonstrated the effectiveness of VR in medical training,
highlighting its ability to create immersive, interactive, and realistic learning environments
that improve skill acquisition and retention [46]. Previous work [16] indicated a number
functional requirements, shown below, that guide the implementation and development of
the platform.
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FR6: technical support and onboarding available to assist new users.

Designed to run on mainstream untethered VR devices, the platform was developed to
house a library of immersive learning experiences organized as modules and submodules
(lessons). For example, the module “Vital Signs” will have submodules such as “Assessing
Body Temperature” and “Assessing Peripheral Pulse”. As detailed in Section 3.2.2, each
lesson will have two modes of interaction: training and evaluation. While the Training
Mode provides users with hints and supporting cues to perform specific procedures, the
Evaluation Mode allows users to perform a procedure without hints or feedback and obtain
an assessment upon completion.

The conceptual design and system architecture of NursingXR (Figure 1) integrate
three primary components: the User, the Game Engine (Unity), and the Virtual Reality Head-
Mounted Display (VR HMD). The User interfaces with the system by selecting either Training
Mode or Evaluation Mode through the Game Engine. In Evaluation Mode, the system
utilizes the user’s unique userID to collect and store performance data. The Game Engine
serves as the central hub, delivering the interactive experience by transmitting visuals,
audio, and haptic feedback to the VR HMD. This feedback includes immersive visuals of the
virtual nursing training environment (Virtual Environment), spatial audio with sound effects
(SFX), and controller vibrations that simulate tactile interactions. Performance data collected
in Evaluation Mode is stored on the HMD’s onboard memory for later analysis. Within the
Game Engine, several interconnected components work together to provide an immersive
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and functional experience. These include OpenXR for cross-platform compatibility, the
XR Interaction Toolkit for enabling user input and interactions, and a Physics engine for
collision detection, haptics, and object manipulation. The engine also houses the Nursing
Curriculum, which drives the sequence of steps and visual cues in Training Mode, as well as
the scoring mechanisms in Evaluation Mode. The Virtual Environment is further enhanced
by 3D models, including a simulated clinical examination room, tools, instruments, and a
patient avatar, alongside user interface (UI) elements. Spatial sound design adds realism,
incorporating background noise, event-driven audio, and sound effects that align with
user actions. The VR HMD acts as the primary output device, equipped with a display,
speakers, controllers, and storage memory. The HMD and its controllers are tracked in six
degrees of freedom (6DOF), enabling the system to respond to the user’s movements and
input in real time. The controllers provide haptic feedback, creating a tactile connection with
virtual objects, while the display and speakers immerse the user in the simulated clinical
environment. This architecture ensures seamless interaction and a cohesive user experience,
facilitating realistic training scenarios and comprehensive performance evaluations.
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3.2. Foundational Building Blocks
3.2.1. Scalable Cross-Platform Support

NursingXR was implemented using the game engine Unity [47], a versatile platform
for developing interactive simulations and, consequently, VR applications. The software
development approach ensures scalability and flexibility through device-agnostic and cross-
platform deployment. Central to this approach is the use of the OpenXR framework as the
foundational infrastructure for NursingXR [48]. OpenXR is a widely adopted open standard
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that provides unified Application Programming Interfaces (APIs) for developing AR and
VR applications. By standardizing the interface between XR applications and hardware,
OpenXR ensures compatibility with a broad range of standalone and tethered VR systems.
This design allows NursingXR to remain adaptable to future hardware advancements,
preventing obsolescence and enabling continuous expansion. The interoperability not only
simplifies development but also future proofs the software against evolving hardware and
platform ecosystems.

3.2.2. Modular Expandable Design

One of the primary intents of NursingXR is to accommodate additional training mod-
ules, allowing for seamless integration of nursing procedures as the platform evolves. The
modular software architecture enables new lessons, updates, and functionality enhance-
ments to be incorporated without disrupting existing features. The system’s event-driven
design allows interactions to be dynamically managed, making it easier to modify, extend,
or refine procedural steps as nursing curricula evolve. Table 1 shows a list of modules and
submodules within the nursing fundamentals curriculum and their level of integration
within Nursing XR.

Table 1. Modules and submodules currently supported or under development within Nursing XR.

Module Submodules Status

Vital Signs

Assessing Body Temperature. Supported
Assessing Peripheral Pulse. Supported
Assessing an Apical Pulse. Under development
Assessing Blood Pressure. Supported

Asepsis

Performing Hand Hygiene. Supported
Applying and Removing PPE. Supported
Establishing and Maintaining a Sterile Field. Supported
Applying and Removing Sterile Gloves
(Open Method). Supported

Fluid, Electrolyte, and Acid–Base Balance

Starting an intravenous infusion. Supported
Monitoring an intravenous infusion. Under development
Changing an intravenous container, tubing,
and dressing. Under development

Medication
Administering an Intramuscular Injection. Supported
Adding Medications to Intravenous
Fluid Containers. Under development

Skin Integrity and Wound Care
Obtaining a Wound Drainage Specimen
for Culture. Supported

Irrigating a Wound. Under development

Activity and Exercise

Assisting a client to sit on the side of the
bed (dangling). Under development

Transferring between bed and chair. Supported
Transferring bed and stretcher. Under development

Nutrition
Inserting a NG tube. Supported
Removing a NG tube. Under development

Urinary Elimination Applying an external urinary device. Under development
Performing urinary catheterization. Under development

Oxygenation Providing tracheostomy care. Supported

To achieve this, the software development process follows a modular and templated
design, enabling new procedures to be incorporated without disrupting existing function-
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alities. Building on the OpenXR framework for cross-platform compatibility, NursingXR
employs the XR Interaction Toolkit (XRI) to manage user interactions in the VR environment.
XRI utilizes action-based interaction mapping, decoupling user inputs from device-specific
configurations and supporting consistent functionality across platforms. Interactions are
programmed as events, enabling specific user actions to trigger a series of predefined steps
and associated system responses. For example, grabbing interactions allow users to pick up
virtual objects using the controller’s grip button, while socket interactors enable objects to
snap into place at predefined locations, guided by visual cues that highlight compatibility.
These interactions also trigger additional events, such as updating instructions, triggering
a sound effect, highlighting key objects, or progressing to the next step in a procedure.

The system’s event-driven architecture further enhances flexibility by pairing inter-
actions with defined inputs and outputs. Inputs activate the interactions, while outputs
execute commands once interactions are completed successfully for both modes. The two
modes implemented are explained in detail in Section 3.2.3, but in short, in Training Mode,
objects are dynamically highlighted and activated as users progress through predefined
steps, with each interaction leading to the next in a controlled sequence. In Evaluation
Mode, however, objects remain interactable from the start, and the system tracks user
actions against a predefined key that specifies the correct sequence of operations. At the
end of the evaluation, the tracker compares user performance to the key and generates a
score, providing actionable feedback. This combination of modularity, event-driven design,
and cross-platform compatibility ensures that NursingXR is both scalable and adaptable,
making it a powerful tool for nursing education and training.

3.2.3. Multi-Modal Functionality

For each nursing submodule (lesson), NursingXR offers two distinct modes: Training
Mode and Evaluation Mode, each serving complementary purposes in the learning process
(Table 2).

Table 2. Side-by-side comparison between Training and Evaluation modes for NursingXR.

Training Mode Evaluation Mode

Purpose Educate via guidance and feedback. Assess proficiency and readiness.
Instructions provided Step-by-step instructions. Only main goal (procedure).
Feedback Real-time during procedure. Based on generated performance report.

Visual aids Blinking visual cues highlight objects to
interact with.

Absent. User must independently
recall steps.

Environment Predefined steps in structured phases. Sandbox-style environment, up to user.

Object Functionality Objects require enabling before
interaction (sequential).

Objects are immediately usable
(non-sequential).

Data Collection No data collection for actions or
performance.

Tracks step order, duration, and scores;
stores progress.

Grading/scoring Non-graded; focus on learning and
mastery.

Graded; generates performance and task
completion report.

User ID Tracking Not applicable. Unique ID tracks user performance.

Ability to make mistakes Absent. User can make mistakes or perform
steps out of order.

Wall clock time provision Timer provided. Wall clock provided.
Error proofing and prevention Present. Absent.
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Training Mode focuses on teaching users how to perform selected procedures by
providing step-by-step instructions and visual guidance. This mode helps mitigate per-
formance anxiety by allowing users to practice at their own pace in a low-pressure envi-
ronment, ensuring they understand each step correctly before moving forward. Users are
restricted to one action at a time, reinforcing the correct sequence of steps. Training Mode
consists of three interconnected sections: pre-procedure, procedure, and post-procedure,
each guiding the user through key tasks. Instructional mechanisms include highlighting
relevant 3D objects, playing sound effects, and displaying instructional boards to enhance
comprehension and engagement. Training Mode does not assess or grade user performance;
instead, its primary purpose is to foster confidence and competence through unlimited,
guided practice.

Evaluation Mode, on the other hand, is designed to test users’ comprehension and
readiness to apply what they have learned in Training Mode. This mode removes in-
structional guidance and visual indicators, requiring users to rely on memory and prior
training to complete the selected procedure independently. Unlike Training Mode, Eval-
uation Mode consists of a single “manager” section instead of the three-step structure.
This manager tracks the sequence of user actions, their duration, and procedural accuracy.
The environment adopts a sandbox-style approach, granting users full control over object
interaction and task execution order. The system generates a detailed performance report,
comparing user actions against the correct procedural flow and assigning a proficiency
score. Additionally, each user is assigned a unique ID, ensuring that their performance
data can be securely stored, accessed later for review, and used for further evaluation or
tailored instruction. Evaluation Mode provides an essential tool for assessing readiness
and identifying areas where additional training may be required.

3.3. Implementation and Development
3.3.1. Nomenclature Analysis and Translation

The accurate translation of nursing procedures into virtual interactions was a critical
step in the design process. To achieve this, a detailed nomenclature analysis was conducted
to break down each task into its essential steps. These steps were then mapped onto
corresponding virtual interactions, ensuring that the tasks performed in VR mirrored
real-world procedures as closely as possible. The nomenclature analysis involved the
collaboration of nursing professionals and VR developers to create a common language
that accurately reflects clinical practice.

Furthermore, and to ensure fidelity and validity of the developed system, a planning
and data collection phase took place at the outset of the development cycle to obtain
relevant information about each nursing lesson including listing and analyzing each step
of the procedure and the objects/interactions that step involves. Subsequently, categories
of nomenclature were classified for the nursing procedures to identify specific terminology,
which can then be translated (converted) to one compatible with game engine design and
development. This mapping is created by asking questions such as: What is the user seeing?
What object does the user touch? What does the user do with this object? What happens when the
user takes that action? How should the environment react to the user’s action? The resulting
translation mapping included (among many) the following:
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nomenclature were classified for the nursing procedures to identify specific terminology, 

which can then be translated (converted) to one compatible with game engine design and 

development. This mapping is created by asking questions such as: What is the user seeing? 

What object does the user touch? What does the user do with this object? What happens when the 

user takes that action? How should the environment react to the user’s action? The resulting 

translation mapping included (among many) the following: 

▪ Nursing chapter = module. 

▪ Lesson in a chapter = submodule = Game engine scene. 

▪ Leave the lesson = interact with door handle. 

▪ User uses hands to handle objects = interactors. 

▪ Instruments and tools = 3D models and grabbable interactables. 

▪ UI elements or instructions = 2D graphics and selectable interactables. 

▪ Locations of interactions in the room = locomotion spots and anchors. 

▪ Two objects touching each other = collision detection. 

▪ Object moves = animation. 

▪ Sterile field = collision radius. 

▪ Wait for event to occur (e.g., mercury movement in thermometer) = start simulation 

clock and animate object. 

▪ Object placed in approximate location = socket interaction. 

▪ Item placed in trash or hazmat bin = dispose and destroy (garbage collection). 

This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

Instruments and tools = 3D models and grabbable interactables.
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development. This mapping is created by asking questions such as: What is the user seeing? 

What object does the user touch? What does the user do with this object? What happens when the 

user takes that action? How should the environment react to the user’s action? The resulting 

translation mapping included (among many) the following: 

▪ Nursing chapter = module. 
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▪ Leave the lesson = interact with door handle. 
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clock and animate object. 
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This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

UI elements or instructions = 2D graphics and selectable interactables.
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infrastructure for studying the real-world process and then building a faithful 

Locations of interactions in the room = locomotion spots and anchors.

Appl. Sci. 2025, 15, x FOR PEER REVIEW 9 of 25 
 

Visual aids 
Blinking visual cues highlight objects to in-

teract with. 
Absent. User must independently recall steps. 

Environment Predefined steps in structured phases. Sandbox-style environment, up to user. 

Object Functionality 
Objects require enabling before interaction 

(sequential). 

Objects are immediately usable (non-sequen-

tial). 

Data Collection 
No data collection for actions or perfor-

mance. 

Tracks step order, duration, and scores; stores 

progress. 

Grading/scoring 
Non-graded; focus on learning and mas-

tery. 

Graded; generates performance and task com-

pletion report. 

User ID Tracking Not applicable. Unique ID tracks user performance. 

Ability to make mistakes Absent. 
User can make mistakes or perform steps out of 

order. 

Wall clock time provision Timer provided. Wall clock provided. 

Error proofing and preven-

tion 
Present. Absent. 

3.3. Implementation and Development 

3.3.1. Nomenclature Analysis and Translation 

The accurate translation of nursing procedures into virtual interactions was a critical 

step in the design process. To achieve this, a detailed nomenclature analysis was con-

ducted to break down each task into its essential steps. These steps were then mapped 

onto corresponding virtual interactions, ensuring that the tasks performed in VR mirrored 

real-world procedures as closely as possible. The nomenclature analysis involved the col-

laboration of nursing professionals and VR developers to create a common language that 

accurately reflects clinical practice. 

Furthermore, and to ensure fidelity and validity of the developed system, a planning 

and data collection phase took place at the outset of the development cycle to obtain rele-

vant information about each nursing lesson including listing and analyzing each step of 

the procedure and the objects/interactions that step involves. Subsequently, categories of 

nomenclature were classified for the nursing procedures to identify specific terminology, 

which can then be translated (converted) to one compatible with game engine design and 

development. This mapping is created by asking questions such as: What is the user seeing? 

What object does the user touch? What does the user do with this object? What happens when the 

user takes that action? How should the environment react to the user’s action? The resulting 

translation mapping included (among many) the following: 

▪ Nursing chapter = module. 

▪ Lesson in a chapter = submodule = Game engine scene. 

▪ Leave the lesson = interact with door handle. 

▪ User uses hands to handle objects = interactors. 

▪ Instruments and tools = 3D models and grabbable interactables. 

▪ UI elements or instructions = 2D graphics and selectable interactables. 

▪ Locations of interactions in the room = locomotion spots and anchors. 

▪ Two objects touching each other = collision detection. 

▪ Object moves = animation. 

▪ Sterile field = collision radius. 

▪ Wait for event to occur (e.g., mercury movement in thermometer) = start simulation 

clock and animate object. 

▪ Object placed in approximate location = socket interaction. 

▪ Item placed in trash or hazmat bin = dispose and destroy (garbage collection). 

This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

Two objects touching each other = collision detection.
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This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

Object moves = animation.
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infrastructure for studying the real-world process and then building a faithful 

Sterile field = collision radius.
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This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

Wait for event to occur (e.g., mercury movement in thermometer) = start simulation
clock and animate object.

Appl. Sci. 2025, 15, x FOR PEER REVIEW 9 of 25 
 

Visual aids 
Blinking visual cues highlight objects to in-

teract with. 
Absent. User must independently recall steps. 

Environment Predefined steps in structured phases. Sandbox-style environment, up to user. 

Object Functionality 
Objects require enabling before interaction 

(sequential). 

Objects are immediately usable (non-sequen-

tial). 

Data Collection 
No data collection for actions or perfor-

mance. 

Tracks step order, duration, and scores; stores 

progress. 

Grading/scoring 
Non-graded; focus on learning and mas-

tery. 

Graded; generates performance and task com-

pletion report. 

User ID Tracking Not applicable. Unique ID tracks user performance. 

Ability to make mistakes Absent. 
User can make mistakes or perform steps out of 

order. 

Wall clock time provision Timer provided. Wall clock provided. 

Error proofing and preven-

tion 
Present. Absent. 

3.3. Implementation and Development 

3.3.1. Nomenclature Analysis and Translation 

The accurate translation of nursing procedures into virtual interactions was a critical 
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development. This mapping is created by asking questions such as: What is the user seeing? 
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▪ Leave the lesson = interact with door handle. 
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▪ Locations of interactions in the room = locomotion spots and anchors. 

▪ Two objects touching each other = collision detection. 

▪ Object moves = animation. 

▪ Sterile field = collision radius. 

▪ Wait for event to occur (e.g., mercury movement in thermometer) = start simulation 

clock and animate object. 

▪ Object placed in approximate location = socket interaction. 

▪ Item placed in trash or hazmat bin = dispose and destroy (garbage collection). 

This mapping serves as the foundation of the developed program and created the 

infrastructure for studying the real-world process and then building a faithful 

Object placed in approximate location = socket interaction.

Appl. Sci. 2025, 15, x FOR PEER REVIEW 9 of 25 
 

Visual aids 
Blinking visual cues highlight objects to in-

teract with. 
Absent. User must independently recall steps. 

Environment Predefined steps in structured phases. Sandbox-style environment, up to user. 

Object Functionality 
Objects require enabling before interaction 

(sequential). 

Objects are immediately usable (non-sequen-

tial). 

Data Collection 
No data collection for actions or perfor-

mance. 

Tracks step order, duration, and scores; stores 

progress. 

Grading/scoring 
Non-graded; focus on learning and mas-

tery. 

Graded; generates performance and task com-

pletion report. 

User ID Tracking Not applicable. Unique ID tracks user performance. 

Ability to make mistakes Absent. 
User can make mistakes or perform steps out of 

order. 

Wall clock time provision Timer provided. Wall clock provided. 

Error proofing and preven-

tion 
Present. Absent. 
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laboration of nursing professionals and VR developers to create a common language that 

accurately reflects clinical practice. 

Furthermore, and to ensure fidelity and validity of the developed system, a planning 

and data collection phase took place at the outset of the development cycle to obtain rele-
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translation mapping included (among many) the following: 

▪ Nursing chapter = module. 

▪ Lesson in a chapter = submodule = Game engine scene. 

▪ Leave the lesson = interact with door handle. 

▪ User uses hands to handle objects = interactors. 

▪ Instruments and tools = 3D models and grabbable interactables. 

▪ UI elements or instructions = 2D graphics and selectable interactables. 

▪ Locations of interactions in the room = locomotion spots and anchors. 

▪ Two objects touching each other = collision detection. 

▪ Object moves = animation. 
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clock and animate object. 
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Item placed in trash or hazmat bin = dispose and destroy (garbage collection).

This mapping serves as the foundation of the developed program and created the in-
frastructure for studying the real-world process and then building a faithful representation
of its simulated equivalent. The result of this effort is a template or rubric that depicts that
mapping specifically for each sub-module (lesson) and brings each step of the procedure
down to its lowest common denominator. This layout document shows the elements that
are involved in performing an entire procedure including interactions, UI displays, controls
and settings, and user events (Figure 2).
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This material was the outcome of multiple meetings, consultations, and discussions
between nursing staff and software developers across institutions, as well as the analysis
of curriculum material like the textbook lab manual, and syllabus. The devised template
document was divided into sections to include general information, pre-procedure, proce-
dure, and post-procedure. A color-coding scheme was used to identify various elements
for translation. Although time consuming, this document served as a meeting ground for
software developers and nursing professionals, and a documented mapping of all elements
involved in the simulation to equate the action that a nurse would take into an equivalent
action inside the NursingXR application.

3.3.2. Environment Design and Assets

The visual fidelity of the virtual environment was a key focus in the design of Nurs-
ingXR. The platform uses high-quality 3D models of medical equipment, patient rooms,
and clinical settings to create an immersive experience for users. Photorealistic textures
and lighting effects were incorporated to enhance the sense of presence, ensuring that users
feel as though they are working in a clinical setting.

The design of the art assets was informed by consultations with healthcare profession-
als to ensure that the virtual representations accurately reflect real-world clinical settings.
Several approaches were used to create content (assets) for the environment. These in-
cluded the use of photogrammetry to create an optimized, to-scale digital twin of the
examination room, with textures created from photographs. Once the 3D environment was
integrated into the game engine, it was deconstructed into modular parts, allowing the
development team to enable or disable its components based on the corresponding lesson
(i.e., procedure). Other specialized, lesson-specific objects and instruments were acquired.
This necessitated examining each lesson to identify props, tools, objects, disposables, in-
struments, or any items the nurse would interact with. These models were created via 3D
modeling tools such as Blender [49] or Maya [50], textured via physically based rendering
(PBR) techniques, and optimized with levels of detail (LOD) where necessary. Examples
of these models include thermometers, germicidal wet wipes, nasogastric tubes, IV kits,
and injection kits (Figure 3). Generic models, such as patient avatars, towels, napkins, and
gloves, were obtained from online asset repositories.
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3.3.3. Controls and Interactions

The platform was designed to facilitate seamless interactions with the virtual en-
vironment, enabling users to repeatedly train on the clinical procedures. Users engage
with the platform through VR controllers, with inputs and gestures mapped to specific
actions that closely simulate real-world nursing tasks. These controls ensure that tasks
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such as navigation, object manipulation, and user interface (UI) interaction are intuitive
and accessible.

Locomotion within the virtual environment is flexible, allowing for various movement
modes based on user preferences as well as physical setups and constraints. Users can move
through the environment by teleporting using the right joystick, engaging in continuous
motion with the left joystick, or physically walking in room-scale mode in real life. Object
manipulation is equally intuitive. Users can grab objects by pressing and holding the grip
button on either controller. Releasing the button allows the object to be dropped or placed.
This grabbing mechanism is seamlessly integrated into the simulation, enabling users to
handle virtual tools and instruments naturally. Interacting with the UI is achieved using
the trigger button on the controller. This button allows users to select on-screen elements
or interact with sliders in the interface. The UI design ensures accessibility and simplicity,
enabling users to make adjustments or selections without interrupting the flow of their
training. To enhance immersion, specific actions are tied to contextual interactions within
the environment. For example, users can exit a training room and return to the main menu
by gripping and releasing the door handle, replicating real-world motions. These features
collectively create a cohesive and intuitive interaction system that aligns with the platform’s
goal of providing realistic and engaging nursing education experiences.

To support the contrasting lessons as well as the different modes within NursingXR, an
event-driven system was implemented in the Unity game engine to monitor XR interactions
in real-time and track user progress through each procedure. Primary in this system is a
script named ProcedureEvents, which orchestrates the entire procedural flow. This script uses
a composition-based relationship with a custom class named ProcedureCommentAndEvents,
defined using UnityEvents. Each instance of this class represents a single step in the
procedure and incorporates two key elements:

(a) Step Description (TextAreaAttribute String variable): Stores textual descriptions of each
step, providing informative guidance and instructions for users.

(b) Event Trigger (UnityEvent variable): Leverages UnityEvents to execute custom code or
actions upon activating a step, enabling dynamic behavior and real-time user interaction.

The ProcedureEvents script maintains an array of ProcedureCommentAndEvents, function-
ing as a structured list that defines the sequence of steps constituting the entire procedure.
To activate a specific step, a public function accepts an integer value as input, referencing
the corresponding step in the array. This function retrieves the associated step description
for user presentation and triggers the linked event, executing any scripted actions. This
architecture ensures a flexible and extensible system for managing procedural training.
The same script is used in all lessons and, within each lesson, events/steps are grouped
in pre-procedure, procedure, and post-procedure categories. The use of this script and
modular approach is demonstrated in Figure 4 for the Intramuscular Injection lesson. The
figure also shows an expanded view for one example event in each category in the adja-
cent column, depicting how various interactions can be invoked within the same event
occurrence including enabling/disabling objects, making objects accessible, changing UI
content, switching outlined objects, and triggering SFX, among others. Several interactions
can be seamlessly added for each step. For other lessons, the same script can be used but
the events/interactions would differ.
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3.3.4. Implementing Modes and Lessons

As mentioned below, incorporating OpenXR for cross-platform compatibility and
leveraging the XR Interaction Toolkit (XRI) for managing action-based interactions facil-
itates scalability and adaptability and allows deployment to be hardware-agnostic. To
streamline development and collaboration, GitHub [51] was used for version control, allow-
ing teams from the two partnering international institutions to efficiently manage changes
and contributions. Features like version tracking and workflow automation ensured syn-
chronization and consistency throughout the project.

A custom template scene was developed within the NursingXR repository to serve as
a reusable framework for creating new modes and lessons. This scene includes the devel-
oped event system as well as configured elements such as reusable 3D assets, interaction
managers, and pre-procedure activities. Commonly used objects and their associated inter-
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actions, like medical tools, virtual patient avatars, and instructional boards, are preloaded
into the template, simplifying the integration of standard components into new lessons.
For procedures requiring unique tools or interactions, developers can add customized
3D assets and behaviors as needed. Unity’s array and list classes are utilized to manage
these assets, ensuring structured and scalable development. This template supports the
efficient implementation of both Training and Evaluation modes by providing a consistent
foundation while allowing for customization. New nursing procedures can be added
seamlessly by reusing and adapting existing elements, maintaining the platform’s modular
and expandable nature.

3.3.5. Progressive Multi-Sensory Guidance

To enhance the realism and effectiveness of the training experience and contribute
to knowledge retention, a combination of visual, haptic, textual, and auditory feedback
was implemented and programmed to be driven by the event system. These guidance
techniques are particularly prominent in Training Mode, where they serve to support users
in mastering nursing procedures by offering clear, step-by-step assistance.

Visual cues play a central role in guiding users through tasks. For instance, objects that
require interaction are surrounded by an outlined yellow box, which disappears once the
task is successfully completed, reinforcing correct actions (see Figures 5a and 6a). Addition-
ally, green check boxes on the UI instructional panel signify task completion. Textual and
auditory sound guidance are also implemented to provide a rich and immersive learning
experience. Instructions are delivered in English through on-screen text and accompanying
aural cues, offering comprehensive support as users navigate the procedures (see Figure 5b).
Beyond simple guidance, the platform integrates sophisticated contextual sound effects,
including fluid sounds, glove application sounds, heartbeats, clock ticking, plaster and
bandage application sounds, bottle and vial opening sounds, and object discard sounds.
These audio elements simulate realistic clinical scenarios, reinforcing task engagement and
immersion. Haptic feedback further enhances the immersive experience by simulating
tactile sensations associated with specific tasks. For example, users feel vibrations through
the VR controllers when performing actions such as inserting an IV or feeling for a patient’s
countable pulse.
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Figure 5. Textual instructions (a) paired with visual effects (b) to guide user through the Intramuscular
Injection procedure in the Training Mode.

By combining visual, audio, and tactile feedback, the system creates an immersive
training experience that reinforces accuracy, enhances skill development, and bridges the
gap between theoretical learning and practical application to some extent.
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3.3.6. Functionality and Deployment

The NursingXR platform aimed to deliver a comprehensive and immersive training
experience for nursing students with a wide range of interactive lessons. Available nursing
lessons are organized into modules and submodules, each targeting a specific nursing
procedure. Table 1 outlined the supported and under-development lessons within Nurs-
ingXR. These modules encompass essential nursing skills, ranging from aseptic techniques
to advanced procedures like intravenous infusion monitoring. Each lesson is divided
into pre-procedure, procedure, and post-procedure sections, reflecting real-world clinical
workflows. As shown in Figure 6, upon launching NursingXR, users are introduced to the
platform through a brief tutorial that teaches navigation, teleportation, object manipulation,
and interaction with the user interface (Figure 6a). After completing or skipping the tutorial,
users input a four-digit identification number (Figure 6b), which is used by the Evaluation
Mode to track progress and scores, stored locally as a JSON file. They are then taken to the
Main Menu (Figure 6c) which includes five tabs:
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1. About: Provides details about the app and its developers.
2. Modules: Lists available nursing lessons, which can be launched in either Training or

Evaluation Mode (Figure 6d).
3. Results: Displays the latest scores for the user’s completed lessons (Figure 6e).
4. Tutorial: Allows users to revisit the initial controls and navigation tutorial (Figure 6a).
5. Settings: Offers configuration options, including volume control, locomotion modes,

subtitles, and user ID verification (Figure 6f).

Within the Modules tab, users can select a module and submodule to launch a simu-
lation. Each simulation incorporates the pre-procedure, procedure, and post-procedure
sections to replicate the full scope of nursing tasks. For example, in the Wound Drainage and
Specimen lesson, users perform activities such as cleaning a wound, collecting a specimen,
and applying a new bandage while adhering to strict hygiene protocols. Similarly, the
Peripheral Pulse lesson uses haptic feedback to simulate a patient’s pulse and requires users
to accurately measure and record the value.

The software’s wide compatibility and accessibility is demonstrated by its support
of an array of mainstream VR hardware. Table 3 lists the various supported hardware
platforms detailing key specifications such as price (currently), resolution, refresh rate, field
of view (FOV), weight, and tracking capabilities.

Table 3. List of VR HMD platforms with which NursingXR is compatible.

Platform Price (USD) Resolution
(Pixels/Eye)

Refresh Rate
(Hz)

FOV
(Degrees) Weight (g) Tracking

Capabilities

Meta Quest 2 $299 1832 × 1920 60/72/90 ~97◦ 503 Inside-out,
6DOF

Meta Quest 3 $499 2064 × 2208 Up to 120 ~110◦ 515 Inside-out,
6DOF

Meta Quest 3S $299 1832 × 1920 Up to 120 ~97◦ 503 Inside-out,
6DOF

Meta Quest Pro $999 1800 × 1920 90 ~106◦ 722

Inside-out,
6DOF + eye
and face
tracking

Pico Neo 3 $599 1832 × 1920 72/90 ~98◦ 395 Inside-out,
6DOF

Pico Neo 4 $379 2160 × 2160 72/90 ~105◦ 586 Inside-out,
6DOF

HTC Vive $499 1080 × 1200 90 ~110◦ 605 External base
stations

HTC XR Elite $1099 1920 × 1920 90 ~110◦ 625 Inside-out,
6DOF

HTC Vive Focus $799 1600 × 1440 75 ~100◦ 695 Inside-out,
6DOF

HP Reverb G2 $599 2160 × 2160 90 ~114◦ 500 Inside-out,
6DOF

4. Validation and User Study
In order to investigate the validity and utility of NursingXR, a user study was designed

and conducted to highlight strengths and areas of improvement as a training tool for two
distinct groups of participants. The first group includes students who are currently in their
first year or second year (Novices) and the second group are students who passed three
years in a nursing bachelor program (Experts). This study was approved by Shenandoah
University’s Internal Review [SU IRB #1090]. All participants provided informed consent
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after being provided with a detailed explanation of the process and potential risks. No
personal or identifying data were collected in this study.

4.1. Demographics

Participants in this study (n = 78) included 25 novices (first-year nursing students)
and 53 experts (experienced nursing professionals) from both participating institutions (SU
and AAUP). The cohort was predominantly female, with approximately 72% identifying as
such, while the remaining 28% were male, reflecting the general demographic trends in the
nursing profession (Figure 7). Most of the participants, 92.3%, were between the ages of
18 and 25, with the remainder aged 40 and above. In terms of prior technological famil-
iarity, 56% of participants reported having experience with video games or entertainment
simulations, and 52% had previously used virtual reality (VR) systems.
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Figure 7. Nursing students participating in the study and using NursingXR to supplement their
classroom experience on various devices such as the Meta Quest 2 (a) and the HP Reverb (b).

4.2. Experiment Design and Protocol

The goal of this experiment is to investigate overall usability, satisfaction, and initial
reactions to NursingXR’s interface, feedback mechanisms, and ability to support accurate
clinical task execution. While this study did not include a direct comparison to traditional
field-based training, participants’ responses were used to evaluate the system’s perceived
realism and effectiveness in replicating clinical procedures. Participants engaged with
the platform in both the Training Mode, which provides guided instructions, and the
Evaluation Mode, where tasks are completed independently. A mixed-methods approach
was employed, combining quantitative and qualitative data collection. Quantitatively,
questions that evaluate usability, visual and haptic feedback, and overall satisfaction were
used with a 5-point Likert scale. These measures assessed the platform’s effectiveness
for participants with varying levels of experience. Qualitatively, on the other hand, open-
ended responses captured participants’ perceptions of the platform’s realism, its potential
impact on nursing education, and suggestions for improvement. Thematic analysis of
these responses identified recurring patterns and provided actionable insights for refining
the platform. Data collection for the experiment followed a structured protocol to ensure
consistency and reliability across sessions:
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Reading and signing the Informed Consent form (5 min): Participants were required
to sign a consent form before starting the experiment to acknowledge that their data
would remain confidential and inform them of potential VR side effects, such as
dizziness, vertigo, or loss of balance. The experiments were conducted with assistance
by trained VR lab technicians.
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Introduction to VR equipment (5 min): VR lab technicians guided participants on
equipping and adjusting the VR headset and using the VR controllers. Participants
were introduced to the VR tutorial, which demonstrated basic controls such as nav-
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igation, interaction, and object manipulation. Each participant was assigned a ran-
domized four-digit ID to ensure anonymity while tracking progress.
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Engagement with NursingXR (10 min): Participants were encouraged to explore
NursingXR at their own pace. They selected a submodule of their choice and worked
through the steps of the procedure. VR lab technicians remained available to provide
guidance and assistance. Figure 8 depicts some moments from the Intramuscular
Injection submodule.
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Questionnaire Completion (5 min): After completing the session, participants were
assisted in removing the VR headset and directed to an online questionnaire. Small
talk initiated by the researcher helped participants reflect on their experience before
filling out the survey. The questionnaire could be accessed via a barcode scanner on
mobile devices or on lab PCs.
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Figure 8. A sampling of the various steps within the Intramuscular Injection submodule including:
(a) user washing their hands, (b) user equipping gloves, (c) filling the syringe with the medication,
and (d) injecting the patient’s arm.

Two questionnaires were designed for the two participant groups, reflecting their
unique perspectives and objectives. Both surveys included questions focused on usability,
knowledge retention, visual and haptic feedback, ease of understanding, and overall
satisfaction. However, the survey for experts included additional questions related to the
utility of NursingXR in replicating clinical procedures and its pedagogical potential. Closed-
ended questions were designed to evaluate these metrics on a 5-point Likert scale, while
open-ended questions allowed students to provide qualitative insights into their experience
to uncover nuanced perspectives on the platform’s usability, realism, and educational value,
as well as suggestions for improvement.

5. Results and Discussion
This section presents the findings from the study, analyzing the usability, user experi-

ence, and effectiveness of NursingXR. The results are structured to align with the research
questions (RQs) outlined in the Introduction, which focus on evaluating task proficiency,
usability challenges, system design, and technical considerations. Throughout this section,
references to these research questions will be denoted as (RQ1, RQ2, etc.) to maintain clarity
and systematically connect the findings to the study’s objectives.
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5.1. Quantitative Analysis

This section evaluates the responses from novices and experts regarding various
aspects of the NursingXR platform. Ratings were based on a Likert scale (1 = Strongly
Disagree to 5 = Strongly Agree), and independent sample t-tests were conducted to compare
perceptions between the two groups. Table 4 shows the results, including descriptive
statistics (mean, standard deviation) as well as the outcome of each t-tests for the various
questions (Q1, Q2, Q3, etc.) assessed in the questionnaire. These analyses address RQ1
regarding the platform’s effectiveness in enhancing task proficiency and RQ2 regarding the
role of user interface and interaction design in facilitating task execution.

Table 4. Outcomes of the two-tailed t-test comparing Novice and Expert groups after using NursingXR.

Q# Question Novices (n = 25) Experts (n = 53)

Q1 Main Menu was easy to use.

Mean 3.48 3.70
SD 0.92 1.03
Mode/Median 3/3.48 4/4
t-test t = 0.9025

p-value = 0.3697

Q2 Navigation was intuitive.

Mean 3.64 3.43
SD 1.11 1.12
Mode/Median 4/4 4/4
t-test t = 0.7604

p-value = 0.4494

Q3 Object manipulation was intuitive
and consistent.

Mean 3.64 3.28
SD 0.86 1.10
Mode/Median 4/4 4/3.4
t-test t = 1.4295

p-value = 0.1570

Q4 The experience was visually pleasing.

Mean 3.4 3.83
SD 1.00 1.07
Mode/Median 4/4 4/4
t-test t = 1.6918

p-value = 0.0948

Q5 Steps to complete procedure were
easily understood.

Mean 3.68 3.21
SD 0.95 1.10
Mode/Median 4/4 3/3
t-test t = 1.8505

p-value = 0.0681

Q6 VR lessons are similar to those in
real life.

Mean 3.36 3.38
SD 1.22 1.15
Mode/Median 4/4 4/4
t-test t = 0.0611

p-value = 0.9514

Q7 VR educational potential is at least
equivalent to traditional methods.

Mean 3.52 3.64
SD 1.05 1.02
Mode/Median 4/4 4/4
t-test t = 0.4868

p-value = 0.6278

Q8 VR educational potential as complement
to traditional methods.

Mean 3.36 3.09
SD 1.11 1.11
Mode/Median 4/4 3/3
t-test t = 0.9830

p-value = 0.3287

Q9
VR provides better information
retention (memory capacity) than
traditional education.

Mean 3.88 3.60
SD 1.24 1.04
Mode/Median 4/4 4/3.4
t-test t = 1.0274

p-value = 0.3075

With regard to user interface and user experience (Q1), novices rated the main menu’s
ease of use slightly lower (mean: 3.48) than experts (mean: 3.7). However, the t-test
revealed no statistically significant difference (two-tailed p-value = 0.9025), indicating
that both novices and experts found the main menu intuitive. Feedback regarding ease
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of navigation within the application (Q2) was also high, with novices rating it 3.64 on
average and experts slightly lower at 3.43. The difference did not approach statistical
significance (p-value = 0.7604), highlighting that both groups generally found navigation
intuitive, despite minor usability challenges experienced by some participants. Both groups
rated object interaction (Q3) positively, with novices giving an average rating of 3.64 and
experts rating it slightly lower at 3.28. The t-test results (p-value = 0.1570) confirmed that
there was no statistically significant difference between the groups. This suggests that
object manipulation was accessible across experience levels, although minor improvements
could enhance interaction consistency. This provides insight into how interface design and
interaction mechanics influence user experience (RQ2).

As for general functionality, the visual appeal (Q4) of the application was rated
highly by both groups, with novices assigning a mean score of 3.4 and experts a mean
score of 3.84. The difference approached significance but was ultimately not statistically
significant (p-value = 0.0948). These results indicate that the platform’s visual design
and fidelity were appreciated by participants regardless of experience, highlighting its
engaging and immersive qualities (RQ5). For the clarity of procedural steps (Q5) which
was evaluated with the statement, “Steps to complete procedure were easily understood”,
novices gave this a mean score of 3.68, whereas experts rated it 3.21. While the t-test
result (p-value = 0.0681) indicated a trend toward significance, the findings suggest that
novices might find the procedures slightly easier to follow compared to experts, possibly
due to differing expectations or familiarity with traditional methods (RQ3). When asked
if “VR lessons are similar to those in real life” (Q6), novices and experts were in close
agreement, with mean scores of 3.36 and 3.38, respectively. The lack of significant difference
(p-value = 0.9514) suggests that both groups found the VR lessons reasonably reflective of
real-world nursing procedures, validating the realism embedded in the platform (RQ1).

Finally, the potential of VR as an equivalent or complementary educational method
was assessed through several questions. For the statement, “VR educational potential is
at least equivalent to traditional methods” (Q7), novices assigned a mean score of 3.52,
while experts rated it slightly higher at 3.64. However, the t-test (p-value = 0.6278) revealed
no significant difference between the groups, suggesting that both novices and experts
recognize VR’s viability as a teaching tool comparable to traditional laboratory methods
(RQ1). In terms of VR serving as a complementary tool to traditional methods (Q8), novices
rated this higher (mean = 3.36) than experts (mean = 3.09), though the difference was not
significant (p-value = 0.3287). These findings indicate that novices tend to view VR more
favorably as a supplement to traditional teaching methods compared to experts (RQ3). This
may reflect the open-minded perspective of novices who are less entrenched in traditional
methods. The platform’s potential for improving memory retention was evaluated through
the statement, “VR provides better information retention (memory capacity) than traditional
education” (Q9). Novices rated this higher (mean = 3.88) compared to experts (mean = 3.60),
though the difference was not statistically significant (p-value = 0.3075). These results
suggest that both groups perceive VR as a promising tool for enhancing memory retention
(RQ5), though its effectiveness in this regard may vary based on individual preferences
and learning styles, similar to what was found in [46].

Figure 9 further highlights experts’ perceptions of VR’s broader applicability in nursing
education and didactic capacity, particularly its potential to support learning beyond the
immediate scope of NursingXR. When asked to respond to three specific statements (on
a 5-point Likert scale), responses from experts shed light on the platform’s perceived
strengths and areas for broader educational impact. The findings show that responses
were predominantly high, indicating a generally positive reception to VR’s role in nursing
education. Most experts expressed interest in incorporating VR into other courses and
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acknowledged its potential to improve learning outcomes and alleviate stress, reflecting
the platform’s perceived utility and adaptability in diverse educational contexts (RQ4).
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The results of this analysis provide valuable insights into the usability, realism, and
educational potential of NursingXR. Both novice and expert participants rated the platform
positively, with no statistically significant differences for most metrics. This highlights the
platform’s accessibility and effectiveness across varying experience levels. However, the
trend toward significance for procedural clarity suggests that further refinements to task
instructions and user guidance may improve usability, particularly for experts accustomed
to traditional methods (RQ3). Additionally, while both groups appreciated the visual appeal
and potential for information retention, these areas could be further enhanced to maximize
engagement and learning outcomes (RQ5). The findings validate NursingXR as a viable
and immersive training tool that aligns closely with traditional nursing education while
offering the advantages of interactive and memorable VR experiences. Future iterations
should address minor usability challenges and focus on optimizing its integration into
existing nursing curricula to fully realize its potential as a transformative educational tool.

5.2. Qualitative Analysis

For the novice group, some patterns were observed, albeit not in depth. Many novice
participants expressed that NursingXR was useful and fun. Phrases such as “fun expe-
rience”, “good idea”, and “useful and fun to use” were prevalent. This supports the
platform’s potential to engage learners and facilitate skill acquisition (RQ1, RQ5). Novices
provided very minimal criticisms in a specific way, except for one mention of difficulty
with tasks like “picking up an alcohol swab”. The lack of detailed negative feedback could
suggest either a limited ability to critically evaluate the platform or general contentment
with its functionality (Table 5). The feedback from novices was often brief and repetitive
(e.g., “good”, “no”), suggesting that their engagement with the feedback process might
have been surface-level, reflective of a lack of familiarity with evaluating such platforms,
or indicating general contentment with its design (RQ2, RQ3).

Table 5. Qualitative and thematic analysis from user study.

Category Novices (n = 25) Experts (n = 53)

Positive Feedback “Useful and fun”, “Good idea”, “Real”. “Amazing”, “Breakthrough
in education”.

Negative Feedback Minimal (e.g., “difficult to pick up swab”). Detailed (usability and
motion sickness).

Focus on Learning Emphasis on fun and general utility. Suggestions for refinement
to align with IRL.

Thematic Issues Simplistic responses, limited critique. Nuanced, detailed
improvement suggestions.
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As for the expert group, more nuanced feedback was provided (Table 5). Usability
challenges were identified, including difficulty selecting menu items, issues with motion
sickness, and the need for clearer instructional guidance. While experts acknowledged the
platform’s educational value, they also highlighted refinements needed for widespread
adoption (RQ3, RQ4). They also commented on specific interaction mechanisms, such as
difficulty with grip mechanics or aligning objects, and suggested enhancements for tactile
feedback and functionality. Notably, several experts emphasized the platform’s potential to
“transform nursing education” but stressed that improvements in interaction precision and
feedback mechanisms were necessary (RQ5).

Given the above, some of the themes identified include the following:

1. Positive reception by both groups for the platforms’ engageability and potential
usefulness, with novices expressing more unqualified enthusiasm.

2. Usability challenges identified by experts and one novice related to controls, naviga-
tion, and motion sickness.

3. Educational potential recognized by both groups highlighting the platform’s ability
to enhance nursing education, though experts were more cautious about its current
readiness to replace traditional methods. It is worth noting that the intent is for
NursingXR to supplement and not replace traditional teaching methods.

5.3. User Comfort

The study revealed a range of experiences regarding VR-induced discomfort, with
34% of participants reporting no discomfort at all, while others noted specific symptoms,
including headache (21%), motion sickness or disorientation (23%), and eye strain (19%).
Interestingly, these figures varied significantly when broken down by gender. A closer look
at the data, represented in Figure 10, indicates differing patterns in discomfort experiences.
While one gender might have reported higher instances of specific symptoms, the other
showed a relatively different distribution. Such insights are crucial for tailoring the platform
to accommodate diverse user needs, particularly in addressing ergonomic and usability
challenges that may vary based on demographic factors (RQ3, RQ5).
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6. Conclusions
This study detailed the development and evaluation of the NursingXR platform, a

virtual reality-based tool for training nursing students in fundamental clinical skills. The
research provided an in-depth account of the methods and techniques used to design
and implement the platform, focusing on its modular and scalable architecture, realistic
virtual environments, and multi-sensory feedback mechanisms. Alongside its development,
NursingXR was evaluated for usability, task proficiency, and user satisfaction, offering
insights into its effectiveness and potential as an immersive learning platform.



Appl. Sci. 2025, 15, 2949 23 of 25

Through a mixed-methods evaluation, NursingXR demonstrated strong usability, real-
ism, and educational potential, with generally positive ratings from both novice and expert
users. Novices showed higher enthusiasm for the platform’s educational possibilities, while
experts provided valuable insights into areas requiring refinement, such as interaction
mechanics and procedural clarity. Both groups recognized the platform’s ability to simu-
late real-world nursing tasks and its potential to enhance information retention and skill
acquisition. The findings validate NursingXR as a promising tool for nursing education,
offering an innovative approach that aligns with modern healthcare demands. While the
platform successfully bridges the gap between traditional and virtual training methods,
addressing usability challenges and user comfort will further enhance its adoption and
effectiveness. By integrating NursingXR into hybrid learning models, nursing educators
can leverage its immersive capabilities to prepare students for real-world clinical practice
in a dynamic and cost-effective manner.

A challenge for VR-based learning platforms is technological obsolescence, as ad-
vancements in hardware and software can make early implementations outdated over
time. While initial enthusiasm for such platforms is often high, sustained adoption requires
ongoing development and adaptation. To address this, NursingXR was designed with
a modular and scalable framework, enabling continuous updates, content expansions,
and integration with emerging VR technologies. Future work will explore strategies for
maintaining long-term engagement, including periodic content updates, hardware-agnostic
deployment, and multi-user functionality to support collaborative learning.

Additionally, future research will focus on refining interaction mechanics, improving
object handling precision, and mitigating motion sickness for a smoother user experience.
Expanding the platform to include advanced procedures and critical care simulations will
enhance its applicability across educational levels. Longitudinal studies will assess skill
transfer to real-world practice, ensuring sustained learning outcomes.
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